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Preface

Preface

Audience

The Oracle Advanced Cluster File System Administrator's Guide describes how to
administer Oracle Advanced Cluster File System (Oracle ACFS) for Oracle Database.

This Preface contains the following topics:

e Audience
e Documentation Accessibility
e Related Documents

e Conventions

The audience for this book includes system administrators, database administrators,
and storage administrators. The Oracle Advanced Cluster File System Administrator's
Guide is intended for database and storage administrators who perform the following
tasks:

» Administer and manage Oracle ACFS
»  Configure and administer Oracle ACFS

To use this document, you should be familiar with basic Oracle Database and Oracle
ASM concepts and administrative procedures. Also, you might want to review the
documentation for Oracle Clusterware and Oracle Real Application Clusters (Oracle
RAC).

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at http://www.oracle.com/pls/topic/lookup?
ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/
lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs
if you are hearing impaired.

Related Documents

ORACLE

e Oracle Automatic Storage Management Administrator's Guide

e Oracle Database Administrator’s Guide


http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs

Preface

*  Oracle Database Concepts

* Oracle Database Reference

e Oracle Database SQL Language Reference

*  Oracle Clusterware Administration and Deployment Guide

*  Oracle Real Application Clusters Administration and Deployment Guide

» Platform-specific guides, including Oracle Database, Oracle Grid Infrastructure, and
Oracle Real Application Clusters installation guides

¢ See Also:

e Oracle Database Licensing Information User Manual to determine whether a
feature is available on your edition of Oracle Database

e Oracle Database New Features Guide for a complete description of the new
features in this release

e Oracle Database Upgrade Guide for a complete description of the deprecated
and desupported features in this release

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated with an
action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for which
you supply particular values.

monospace Monospace type indicates commands within a paragraph, URLSs, code in
examples, text that appears on the screen, or text that you enter.

ORACLE yi
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Part | discusses Oracle Advanced Cluster File System (Oracle ACFS) and Oracle ASM
Dynamic Volume Manager (Oracle ADVM), in the following chapters:

e Introducing Oracle ACFS and Oracle ADVM

e Using Views to Display Oracle ACFS Information

e Administering Oracle ACFS with Oracle Enterprise Manager
e Managing Oracle ACFS and Oracle ADVM With ASMCA

e Managing Oracle ADVM with ASMCMD

e Managing Oracle ACFS with Command-Line Tools



Introducing Oracle ACFS and Oracle ADVM

Oracle ASM Cluster File System (Oracle ACFS) and Oracle ASM Dynamic Volume Manager

(Oracle ADVM) provide key components of storage management.

This chapter describes the components of Oracle Advanced Cluster File System (Oracle

ACFS) and Oracle ASM Dynamic Volume Manager (Oracle ADVM).

This chapter provides concepts and an overview of Oracle ACFS and Oracle ADVM features

with the following topics:

* Changes in Oracle ACFS and Oracle ADVM in Oracle Database 21c
e Overview of Oracle ACFS

* Understanding Oracle ACFS Concepts

e Understanding Oracle ACFS Administration

e Overview of Oracle ASM Dynamic Volume Manager

¢ See Also:

Oracle Automatic Storage Management Administrator's Guide for information
about Oracle Automatic Storage Management (Oracle ASM)

Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group attribute settings

Managing Oracle ACFS and Oracle ADVM With ASMCA for information about
using Oracle ASM Configuration Assistant to administer Oracle ACFS

Managing Oracle ADVM with ASMCMD for information about volume
management commands

Managing Oracle ACFS with Command-Line Tools for information about Oracle
ACFS operating system utilities

Using Views to Display Oracle ACFS Information for information about using
views to obtain Oracle ACFS information

Oracle Automatic Storage Management Administrator's Guide for information
about the ALTER DISKGROUP ADD VOLUME SQL statement to administer volumes

Changes in Oracle ACFS and Oracle ADVM in Oracle Database

21c

ORACLE

The following are changes to Oracle Advanced Cluster File System (Oracle ACFS) and
Oracle ASM Dynamic Volume Manager (Oracle ADVM) in Oracle Database 21c.
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Chapter 1
Changes in Oracle ACFS and Oracle ADVM in Oracle Database 21c

* New Features

*  Desupported Features

¢ See Also:

e Oracle Database Licensing Information User Manual to determine
whether a feature is available on your edition of Oracle Database

e Oracle Database New Features Guide for a complete description of the
new features in this release

e Oracle Database Upgrade Guide for a complete description of the
deprecated and desupported features in this release

# Note:

In Oracle Automatic Storage Management (Oracle ASM) 21c, information
about Oracle ASM is documented in the Oracle Automatic Storage
Management Administrator's Guide.

New Features
These are new features for Oracle ACFS 21c.

e Oracle ACFS File Based Snapshots

Oracle ACFS file based snapshots provides the ability to create snapshots of
individual Oracle ACFS files in a space efficient manner on Linux.

# See Also:

— acfsutil fshare create

— About Oracle ACFS Snapshots for an overview of Oracle ACFS
snapshots

* Oracle ACFS Replication Unplanned Failover

Oracle ACFS replication failover provides unplanned failover where the standby
location assumes the role of the primary in case of failure.

¢ See Also:

— acfsutil repl failover

— Oracle ACFS Replication for an overview of Oracle ACFS replication

e Oracle ACFS Automatic Shrinking

ORACLE 1-2



Chapter 1
Changes in Oracle ACFS and Oracle ADVM in Oracle Database 21c

Oracle ACFS automatic shrinking automatically shrinks an Oracle ACFS file system
based on policy, providing there is enough free storage available in the volume.
¢ See Also:

— acfsutil size

Oracle ACFS Mixed Sector Support

Oracle ACFS mixed sector support enables the Linux primary and accelerator volumes of
an Oracle ACFS file system to use a mix of different logical sector sizes, such as 512-
bytes and 4096 bytes.

¢ See Also:

— mkfs for information about creating an accelerator volume

— Oracle ACFS Accelerator Volume for an overview of accelerator volumes

Desupported Features

These are desupported features for Oracle ACFS 21c.

ORACLE

Desupport of Oracle ACFS Replication Version 1

Starting with Oracle ACFS 21c, Oracle ACFS replication protocol version 1 is
desupported. Replication protocol version 1 has been replaced with snapshot-based
replication version 2, introduced in Oracle ACFS 12c Release 2 (12.2.0.1).

Desupport of Oracle ACFS Encryption on Solaris and Windows

Starting with Oracle ACFS 21c, Oracle ACFS encryption is desupported on Solaris and
Microsoft Windows operating systems.

Desupport of Oracle ACFS Security (Vault) and ACFS Auditing

Starting with Oracle ACFS 21c, Oracle ACFS Security (Vault) and ACFS Auditing are
desupported.

Desupport of Oracle ACFS on Microsoft Windows
Starting with Oracle ACFS 21c, Oracle ACFS is desupported on Windows.
Desupport of Oracle ACFS Remote

Starting with Oracle ACFS 21c, Oracle ACFS on Member Clusters (ACFS Remote) is
desupported.

Desupport of Cluster Domain - Member Clusters

Starting with Oracle Grid Infrastructure 21c, Member Clusters, which are part of the
Oracle Cluster Domain architecture, are desupported.

1-3



Chapter 1
Overview of Oracle ACFS

Overview of Oracle ACFS

ORACLE

Oracle Advanced Cluster File System (Oracle ACFS) is a multi-platform, scalable file
system, and storage management technology that extends Oracle Automatic Storage
Management (Oracle ASM) functionality to support all customer files.

Oracle ACFS supports Oracle Database files and application files, including
executables, database data files, database trace files, database alert logs, application
reports, BFILES, and configuration files. Other supported files are video, audio, text,
images, engineering drawings, and all other general-purpose application file data.
Oracle ACFS conforms to POSIX standards for Linux and UNIX.

An Oracle ACFS file system communicates with Oracle ASM and is configured with
Oracle ASM storage, as shown in the following figure.

Figure 1-1 Oracle ACFS Storage Layers

Oracie Database A& enaral Purpose Fiss.
| snapshot |[ Replication |[ HANFS/HASMB|
| Compression ” Tagging ” Plugins |
Oracle Oraclel Security ” Encryption ” Audit |
Clusterware || ASM | Oracle ACFS |
| Oracle ADVM |

ASM Disk Group

Database Datafiles Application & General Purpose
on Middleware Files Files
ACFS on ACFS on ACFS

Oracle ACFS leverages Oracle ASM functionality that enables:

* Oracle ACFS dynamic file system resizing
*  Maximized performance through direct access to Oracle ASM disk group storage

» Balanced distribution of Oracle ACFS across Oracle ASM disk group storage for
increased 1/O parallelism

*  Data reliability through Oracle ASM mirroring protection mechanisms

Oracle ACFS establishes and maintains communication with the Oracle ASM instance
to participate in Oracle ASM state transitions including Oracle ASM instance and disk
group status updates and disk group rebalancing. Oracle Automatic Storage
Management with Oracle ACFS and Oracle ASM Dynamic Volume Manager (Oracle
ADVM) delivers support for all customer data and presents a common set of Oracle
storage management tools and services across multiple vendor platforms and
operating system environments on both Oracle Restart (standalone) and cluster
configurations.

1-4
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Overview of Oracle ACFS

Oracle ACFS is tightly coupled with Oracle Clusterware technology, participating directly in
Clusterware cluster membership state transitions and in Oracle Clusterware resource-based
high availability (HA) management. In addition, Oracle installation, configuration, verification,
and management tools have been updated to support Oracle ACFS.

Oracle ACFS can be accessed and managed using native operating system file system tools
and standard application programming interfaces (APIs). Oracle ACFS can also be managed
with Oracle ASM Configuration Assistant. Oracle ACFS can be accessed using industry
standard Network Attached Storage (NAS) File Access Protocols: Network File System (NFS)
and Common Internet File System (CIFS).

In addition to sharing file data, Oracle ACFS provides additional storage management
services including support for the Oracle Grid Infrastructure clusterwide mount registry,
dynamic online file system resizing, and multiple space efficient snapshots for each file
system.

Oracle ACFS contributes to the overall Oracle storage management by providing:

* A general-purpose standalone server and cluster file system solution that is integrated
with Oracle ASM and Oracle Clusterware technologies

* A common set of file system features across multiple vendor platforms and operating
systems, offering an alternative to native operating system or third-party file system
solutions

e Standalone and clusterwide shared Oracle Database homes, all Oracle Database files,
and application data

» Uniform, coherent shared file access and clusterwide naming of all customer application
files

» Integration with Oracle Clusterware High Availability Resources

Oracle ACFS accommodates large storage capacities and large numbers of cluster nodes. It
efficiently manages large numbers of file systems, files, and supports both small and large
sized files with exabyte-capable file and file system capacities. Oracle ACFS provides
optimized fast directory lookup for large directories with millions of files.

Oracle ACFS provides support for sparse files. Oracle ACFS sparse files greatly benefit NFS
client write operations which are commonly received out of order by the NFS server and the
associated Oracle ACFS file system. Usually when an application writes beyond the end of
file, storage is allocated and zeroes inserted beyond the old end of file and the beginning of
the new. With this feature, a hole remains in the file instead of the inserted zeroes. Oracle
ACEFS then fills these holes with zeroes in memory when the holes are read. The sparse files
feature benefits NFS performance and also the performance and disk utilization of other
applications that intentionally perform this type of writing. In addition, there are also reduced
time and storage benefits for files that are inherently sparse, meaning they have a lot of
unused space, such as some image files for virtual machines. For sparse file support, the
COMPATIBLE.ADVM disk group attribute must be setto 12.2 or greater.

Oracle ACFS file systems are generally mounted on all cluster nodes to deliver a single name
space for the cluster so that each node maintains the same view and access capabilities to
the mounted file systems. In the event of a member failure, another cluster member quickly
recovers any outstanding metadata transactions on behalf of the failed member. Following
recovery, access by other active cluster members and any remote client systems can
resume.

The following list provides important information about Oracle ACFS:

1-5
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Overview of Oracle ACFS

It is recommended to change your ADVM compatibility to the running release
whenever possible for the latest performance benefits. This is not the default.

For all applications, Oracle ACFS performance is best with larger write() sizes,
such as 8 K or larger.

For best performance with non-spinning disks, Oracle recommends setting the 1/0
scheduler to 'none'. For best performance with spinning disks, set the 1/0
scheduler to to 'mg-deadline’ when available, otherwise 'none'.

Oracle ACFS does not support any files associated with the management of
Oracle ASM, such as files in the Oracle Grid Infrastructure home and in the Oracle
ASM diagnostic directory.

Oracle ACFS does not support Oracle Cluster Registry (OCR) and voting files.

Oracle ACFS functionality requires that the disk group compatibility attributes for
ASM and ADVM be setto 11.2 or higher.

To use an Oracle ACFS file system for an Oracle Database home, the release
level must be Oracle 11g Release 2 (11.2) or later.
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# Note:

The following features are desupported in Oracle ACFS 21c:

Desupport of Oracle ACFS Replication Version 1

Starting with Oracle ACFS 21c, Oracle ACFS replication protocol version 1 is
desupported. Replication protocol version 1 has been replaced with snapshot-
based replication version 2, introduced in Oracle ACFS 12c Release 2
(12.2.0.1).

Desupport of Oracle ACFS Encryption on Solaris and Windows

Starting with Oracle ACFS 21c, Oracle ACFS encryption is desupported on
Solaris and Microsoft Windows operating systems.

Oracle ACFS Encryption on Oracle Solaris and Microsoft Windows is based on
RSA technology. Retirement of RSA technology has been announced. Oracle
ACFS Encryption continues to be supported on Linux, and is unaffected by this
deprecation, because Linux uses an alternative technology.

Desupport of Oracle ACFS Security (Vault) and ACFS Auditing

Starting with Oracle ACFS 21c, Oracle ACFS Security (Vault) and ACFS
Auditing are desupported.

Desupporting cluster features with limited adoption allows Oracle to focus on
improving core scaling, availability, and manageability across all features and
functionality. Oracle ACFS Security (Vault) and ACFS Auditing are desupported.

Desupport of Oracle ACFS on Microsoft Windows
Starting with Oracle ACFS 21c, Oracle ACFS is desupported on Windows.

Oracle ACFS is used for two major use cases: Oracle Database Files for Oracle
Real Application Clusters (Oracle RAC) and generic files (unstructured data)
that need to be shared across multiple hosts. For Oracle Real Application
Clusters files, Oracle recommends that you use Oracle ASM. For generic files,
depending on your use case, Oracle recommends that you either move files to
Oracle Database File System (DBFS), or move files to Microsoft Windows
shared files.

Desupport of Oracle ACFS Remote

Starting with Oracle ACFS 21c, Oracle ACFS on Member Clusters (ACFS
Remote) is desupported.

Oracle ACFS on Member Clusters (ACFS Remote) is desupported.
Desupporting certain clustering features with limited adoption allows Oracle to
focus on improving core scaling, availability, and manageability across all
features and functionality. Deprecating certain clustering features with limited
adoption allows Oracle to focus on improving core scaling, availability, and
manageability across all features and functionality.

Desupport of Cluster Domain - Member Clusters

Starting with Oracle Grid Infrastructure 21c, Member Clusters, which are part of
the Oracle Cluster Domain architecture, are desupported.

Desupporting certain clustering features with limited adoption allows Oracle to
focus on improving core scaling, availability, and manageability across all
features and functionality. Oracle Cluster Domains consist of a Domain
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Services Cluster (DSC) and Member Clusters. While Member Clusters
were first introduced to simplify the management of larger cluster estates
and minimize outage times for certain failures and configurations,
additional enhancements in standalone clusters meanwhile provide the
same benefits, making the use of Member Clusters unnecessatry.
Consequently, customers currently using Member Clusters are best
advised to use Standalone Clusters going forward.

" See Also:

e Overview of Oracle ASM Dynamic Volume Manager for an overview of
Oracle ADVM

¢ Oracle Clusterware Resources and Oracle ACFS Administration for
information Oracle Clusterware High Availability Resources

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility
attribute settings

e Managing Oracle ACFS with Command-Line Tools and Using Views to
Display Oracle ACFS Information for information about managing and
monitoring Oracle ACFS

Understanding Oracle ACFS Concepts

This section describes concepts for the key Oracle ACFS components and contains
the following topics:

About Oracle ACFS

About the Oracle ACFS Mount Model and Namespace
About Oracle ACFS and Database Data Files

About Oracle ACFS and Oracle Database Homes
About Oracle ASM Dynamic Volume Manager

About the Oracle ACFS Driver Model

About the Oracle ACFS Mount Registry

About Oracle ACFS Snapshots

About Oracle ACFS and Backup and Restore

About Oracle ACFS Integration with Oracle ASM

About Oracle ACFS

Oracle ACFS is designed as a general-purpose, standalone server and clusterwide file
system that delivers support for all customer files. Users and applications can access
and manage Oracle ACFS using native operating system file system application
programming interfaces (APIs) and command-line interface (CLI) tools. Users can also
manage Oracle ACFS with Oracle ASM Configuration Assistant (ASMCA).

ORACLE
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Oracle ACFS supports large files with 64-bit file and file system data structure sizes leading
to exabyte capable file and file system capacities on 64 bit platforms. Variable extent-based
storage allocation and high-performance directories contribute to fast performance and
shared disk configurations that provide direct storage paths to Oracle ACFS file data from
each cluster member. File system integrity and fast recovery is achieved with Oracle ACFS
metadata checksums and journaling. Oracle ACFS is designed as a multi-node, shared file
system model that delivers coherent, cached, direct storage paths to Oracle ACFS file data
from each cluster member.

Oracle ACFS files systems are typically configured for clusterwide access. File systems, files,
and directories are visible and accessible from all cluster members and can be referenced by
users and applications using the same path names from any cluster member. This design
enables simplified application deployments across cluster members and facilitates both
multiple instance cluster applications and high availability (HA) failover of unmodified
standalone server applications.

Oracle ACFS presents single system file access semantics across cluster configurations.
Applications and users on all cluster members are always presented with the same view of
shared Oracle ACFS file data, supported by the Oracle ACFS clusterwide user and metadata
cache coherency mechanism.

About the Oracle ACFS Mount Model and Namespace

Oracle ACFS is designed as a hierarchical file system containing files and subdirectories
organized into a tree-structured namespace with files at the leaves. The namespace design is
a single-file system naming model for both standalone server and cluster configurations. This
design enables each cluster member to present shared files to cluster applications using the
same path names, simplifying multi-node application and user access, and overall file system
administration. The Oracle ACFS mount model also accommodates node local mounts and
cluster node subset mounts in cluster configurations to accommodate additional customer
requirements.

It is best practice for Oracle ACFS file systems to be Oracle Clusterware managed with
Oracle Clusterware resources to ensure they are properly handled during Oracle Grid
Infrastructure startup and shutdown.

You can explicitly use the mount command. However, if the resource has been created, then
the file system may already be mounted.

About Oracle ACFS and Database Data Files

ORACLE

# Note:

The best practice for data files in Oracle ACFS is to use a clusterwide resource for
the Oracle ACFS File system that stores the data files.

If the data files are added after the database installation is complete, you must
modify the database dependencies to list the new Oracle ACFS file system. Failure
to do so results in errors with application reliability. To specify the file systems in the
dependency list, use the SRVCTL database object command to modify the Oracle
ACFS paths used by the resource.

1-9



ORACLE

Chapter 1
Understanding Oracle ACFS Concepts

Oracle ACFS in Oracle Grid Infrastructure 18c cluster and standalone (Oracle Restart)
configurations supports all database files for Oracle Database releases 11.2.0.4 or
higher. Oracle ACFS can be configured for use with the database particularly to
leverage Oracle ACFS snapshots for database testing and development. To support
database files in cluster configurations, the COMPATIBLE.ADVM attribute must be set to
12.1 or higher for the disk group that contains the Oracle ACFS file system. In an
Oracle Restart configuration, the COMPATIBLE . ADVM attribute must be setto 12.2.0.1
or higher to support all database files.

Support for database data files on Oracle Exadata (Linux) begins with Oracle Grid 12¢
Release 1 (12.1.0.2). However, Oracle ACFS does not currently have the ability to
push database operations directly into storage.

Oracle ACFS on Oracle Grid Infrastructure 12.1.0.2 additionally supports all database
files for Oracle Database 10g Release 2 (10.2.0.4 and 10.2.0.5) on Oracle Exadata
(Linux) storage. For database file support with Oracle Database 10g Release 2
(10.2.0.4 and 10.2.0.5) on Oracle Exadata storage, the following conditions must be
met:

*  When creating an Oracle Database with DBCA, you must set the
REMOTE LISTENER initialization parameter to your scan vip:1521 otherwise DBCA
fails during the create process.

e You must modify all the start and stop dependencies of the database instance
resources to ensure that the resources start when starting Oracle Clusterware.

The following list provides important information about using Oracle ACFS with
database files:

e Oracle ACFS support includes all file types supported by Oracle ASM.

*  When storing database data files on Oracle ACFS, you must set the
FILESYSTEMIO OPTIONS initialization parameter to setall; other settings are not
supported. To achieve optimal performance with database data files, set ASM and
ADVM compatibility attributes to 12.1 or higher for the disk group that contains the
Oracle ADVM volume intended to hold the data files. For volumes created before
12.1.0.2, set the stripe columns to 1, or set the stripe columns to 8 and the stripe
width to 1 MB. Volumes created while running 12.1.0.2 or higher already default to
the high performance configuration (stripe columns = 8 and stripe width = 1 MB).

* To obtain optimal database performance with snapshots, the snapshots must be
created after the ADVM compatibility attribute is setto 12.1 or higher.

* Use a4 K or larger database block size and tablespace block size with Oracle
ACEFS for best performance.

»  For best performance when using Oracle Exadata, use a 4 K metadata file system.
* Oracle ACFS does not support databases with 2 K block sizes.

* Do not export Oracle ACFS file systems containing database files through NFS to
access them from a DNFS client. This configuration is not supported.

» If a data file is configured to automatically extend, then the size of the increments
should be large enough to ensure that the extend operation occurs infrequently.
Frequent automatic extends have a negative performance impact.

* Running a workload in a snapshot reduces resources for the primary workload
running on the base files because the storage is shared between the base file
system and the snapshots. To run test scenarios in Oracle ACFS snapshots
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without impacting the primary workload, copy the file system and then run test workloads
on snapshots created in the copied file system.

Oracle ACFS does not support encryption or replication with Oracle Database data files,
tablespace files, control files, redo logs, archive logs, RMAN backups, Data Pump
dumpsets or flashback files. To encrypt database data files on Oracle ACFS, Oracle
recommends Oracle Advanced Security. Oracle Advanced Security provides Transparent
Data Encryption (TDE) to encrypt data files for entire tablespaces. Oracle Data Guard
and Oracle GoldenGate provide other replication options for database files on Oracle
ACFS.

Databases that share storage with snapshots or with the base of the file system can
become fragmented under active online transaction processing (OLTP) workloads. This
fragmentation can cause the location of the data in the volume to be discontiguous for
sequential scans. Oracle ACFS automatically defragments these files in the background.
Fragmentation is reported through the acfsutil defrag dir and £ile commands, and it
can also be viewed with the acfsutil info file command. The acfsutil defrag dir
and file commands also enable on-demand defragmentation of a file in the event the
automatic defragmentation does not occur quickly enough.

¢ See Also:

e Creating Oracle ACFS Resources for information about Oracle ACFS resources
« volcreate for information about creating a volume
*  mkKfs for information about setting the metadata block size with mkfs -1

e Oracle ACFS Command-Line Utilities for information about acfsutil defrag
and acfsutil info commands

* Oracle Database Reference for information about the REMOTE LISTENER
initialization parameter

e Oracle Automatic Storage Management Administrator's Guide for a list of file
types supported by Oracle ASM

e Oracle Clusterware Administration and Deployment Guide for information about
resource dependencies

e Oracle Database Advanced Security Guide for information about Transparent
Data Encryption (TDE)

e Oracle Data Guard Concepts and Administration for information about other
replication options for database files on Oracle ACFS

e https://www.oracle.com/middleware/technologies/goldengate.html for Oracle
GoldenGate documentation about other replication options for database files on
Oracle ACFS

About Oracle ACFS and Oracle Database Homes

ORACLE

An Oracle ACFS file system can be configured as an Oracle Database home.

When installing a database in a cluster, a shared Oracle ACFS file system can be used for
the database home. You can use an Oracle ACFS file system for an Oracle Database home
with Oracle 11g Release 2 (11.2) or later.
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When installing Oracle Software, there must be a separate Oracle base (ORACLE BASE)
associated with each operating system user. For example, there should be a separate
Oracle base for a grid user and a database user.

You can locate the Oracle Database base (ORACLE BASE for database) directory and
home (ORACLE_HOME for database) directory on an Oracle ACFS file system. The
Oracle Database base (ORACLE BASE for database) directory should not be the Oracle
Grid Infrastructure base (ORACLE BASE for grid) directory or should not be located
under the Oracle Grid Infrastructure base directory (ORACLE BASE for grid).

The Oracle Grid Infrastructure base (ORACLE_BASE for grid) directory and home
(orACLE HOME for grid) directory cannot be located on the Oracle ACFS file system
because the Oracle ACFS file system cannot be created until Oracle Grid
Infrastructure is installed.

One or more Oracle Database homes on Oracle ACFS can be created under the same
mount point with each home using a separate Oracle ACFS file system.

After the installation of Oracle Grid Infrastructure Software and before the installation
of the Oracle Database software with Oracle Universal Installer (OUI), you can create
an Oracle ACFS file system to be configured for use as an Oracle Database home.

You can also use the Oracle ASM Configuration Assistant (ASMCA) or Oracle ACFS
commands to create the file system.

< Note:

When an Oracle ACFS file system contains an Oracle Database home or
Oracle Database uses the file system for any file storage, the file system
must have an Oracle ACFS file system resource. If you have not used Oracle
ASM Configuration Assistant to setup the mount point, then you must use
Server Control Utility (SRVCTL) commands to set up Oracle Database
dependencies.

In an Oracle Grid Infrastructure clusterware configuration, a clusterwide Oracle ACFS
resource is required when using Oracle ACFS for the database home. To enable the
database owner to act on the resource, the owner must be specified as a permitted
user when creating the resource. You can specify the database owner with the -u
option of the srvctl add filesystem Or acfsutil registry command. Root privilege
is required when adding the resource in Linux or Unix environments.

After the Oracle ACFS file system and resources are created, the Oracle ACFS-based
database home mount point location can be selected as the Oracle Database home
location by browsing to and then choosing the directory during the Oracle Universal
Installer (OUI) Database Software installation.

You can use the srvctl start filesystem command to manually mount the Oracle
ACFS file system.
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< Note:

When additional Oracle ACFS file systems are added to an Oracle Database after
creation, they must be specified in the Oracle Database Resource Dependency list.
Failure to do so results in errors with application reliability. To specify the file
systems in the dependency list, use the SRVCTL database object command to
modify the Oracle ACFS paths used by the resource.

Oracle ACFS file systems can be also configured for use as a home for applications.
However, Oracle ACFS file systems cannot be used for an Oracle base directory or an Oracle
Grid Infrastructure home that contains the software for Oracle Clusterware, Oracle ASM,
Oracle ACFS, and Oracle ADVM components.

To reduce contention on an Oracle ACFS file system in an Oracle RAC environment where
the Oracle Database home is shared on Oracle ACFS, Oracle Database auditing operating
system files should be configured as node specific. For a node-specific setup, you must
ensure that the AUDIT FILE DEST initialization parameter in the configuration file of each
database instance points to a unique location rather than one location for all the database
instances.

For example, if you have a database with the Oracle name set to TEST and you want to
ensure that the location of AUDIT FILE DEST initialization parameter for each database
instance, such as TEST1 or TEST2, points to a node specific location for that instance, you can
run the following SQL statement:

SQL> ALTER SYSTEM SET AUDIT FILE DEST='S$ORACLE BASE/admin/adump/TEST/@'
SCOPE=SPFILE SID='*';

In the previous example, @ expands to the ORACLE SID of each instance. If ORACLE BASE has
been set to /acfsmounts in this example, then that value could have been used in place of
the ORACLE BASE variable.
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¢ See Also:

e Managing Oracle ACFS with Command-Line Tools for information about
using Oracle ACFS commands to create a file system

e Creating an Oracle ACFS File System for Database Use for information
about using ASMCA

e Creating Oracle ACFS Resources for additional information Oracle
ACFS resources

e Oracle Clusterware Administration and Deployment Guide and Oracle
Real Application Clusters Administration and Deployment Guide for
information about SRVCTL commands

e Oracle Database Installation Guide for your environment for information
about the installation of Oracle Database software and storage options
and about Optimal Flexible Architecture (OFA) recommendations for
Oracle base and home directories

e Oracle Grid Infrastructure Installation Guide for your environment for
information about the installation of Oracle Grid Infrastructure software
and storage options

e Oracle Database Administrator's Guide for information about using
Oracle Managed files

* Oracle Database Reference for information about the AUDIT FILE DEST
initialization parameter

About Oracle ASM Dynamic Volume Manager

The Oracle ASM Dynamic Volume Manager (Oracle ADVM) provides volume
management services and a standard disk device driver interface to clients. File
systems and other disk-based applications send 1/O requests to Oracle ADVM volume
devices as they would to other storage devices on a vendor operating system.

For more information about Oracle ADVM, refer to Overview of Oracle ASM Dynamic
Volume Manager.

About the Oracle ACFS Driver Model

ORACLE

An Oracle ACFS file system is installed as a dynamically loadable vendor operating
system (OS) file system driver and tool set that is developed for each supported
operating system platform. The driver is implemented as a Virtual File System (VFS)
and processes all file and directory operations directed to a specific file system.

" Note:

Errors encountered by the drivers are written to the native operating system
console and system event loggers. Refer to Understanding Oracle ACFS I/O
Failure Console Messages.
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About the Oracle ACFS Mount Registry

The Oracle ACFS mount registry supports Oracle Grid Infrastructure cluster configurations,
but does not support Oracle Restart configurations.

File systems that are to be mounted persistently (across restarts) can be registered with the
Oracle ACFS mount registry. In cluster configurations, registered Oracle ACFS file systems
are automatically mounted by the mount registry, similar to a clusterwide mount table.
However, in Oracle Restart configurations the automatic mounting of registered Oracle ACFS
file systems is not supported.

By default, an Oracle ACFS file system that is inserted into the Oracle ACFS mount registry
is automatically mounted on all cluster members, including cluster members that are added
after the registry addition. However, the Oracle ACFS mount registry also accommodates
standalone and multi-node (subset of cluster nodes) file system registrations. The mount
registry actions for each cluster member mount only registered file systems that have been
designated for mounting on that member.

The Oracle ACFS mount registry is implemented using Oracle Clusterware resources,
specifically the Oracle ACFS resource. The Oracle ACFS resource actions are designed to
automatically mount a file system only one time for each Oracle Grid Infrastructure
initialization to avoid potential conflicts with administrative actions to dismount a given file
system.

# See Also:

* Oracle ACFS and Oracle Restart for more information about Oracle ACFS and
Oracle Restart

e acfsutil registry for information about registering an Oracle ACFS file system
using the acfsutil command

¢ Oracle Clusterware Resources and Oracle ACFS Administration for more
information about the implementation of the mount registry and Oracle ACFS
resources

e Oracle Clusterware Administration and Deployment Guide and Oracle Real
Application Clusters Administration and Deployment Guide for information
about SRVCTL commands, including the srvctl add filesystem command

e Oracle Clusterware Administration and Deployment Guide for information about
Oracle Clusterware resources

About Oracle ACFS Snapshots

ORACLE

An Oracle ACFS snapshot is an online, read-only or read-write, point in time copy of an
Oracle ACFS file system.

The snapshot copy is space-efficient and uses Copy-On-Write functionality. Before an Oracle
ACFS file extent is modified or deleted, its current value is copied to the snapshot to maintain
the point-in-time view of the file system.

Oracle ACFS snapshots are immediately available for use after they are created. The
snapshots are created in the .ACFS/snaps/ directory of the file system. They are always
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online while the file system is mounted. Consequently, an Oracle ACFS snhapshot can
support the online recovery of files inadvertently modified or deleted from a file system.
An Oracle ACFS snapshot can also be used as the source of a file system backup, as
it can be created on demand to deliver a current, consistent, online view of an active
file system.

Up to 1023 read-only, read-write, or combination of read-only and read-write snapshot
views are supported for each file system, enabling flexible online file recovery
solutions spanning multiple views to be employed. On 64-bit systems, Oracle ACFS
supports 1023 snapshots. The total number of snapshots can be any combination of
read-only and read-write snapshots. To support the creation of more than 63
shapshots, the disk group compatibility attribute for AbvM must be setto 12.1.0.2 or
greater. Also, the following conditions must be met to create more than 63 snapshots.

* All snapshots of the file system that were created with COMPATIBLE . ADVM Set to less
than 12.1.0.2 must be deleted.

*  All snapshots of the file system that were created after setting COMPATIBLE . ADVM tO
12.1.0.2 or greater while older snapshots existed must be deleted.

Oracle ACFS read-write snapshots enable fast creation of an snapshot image that can
be both read and written without impacting the state of the Oracle ACFS file system
hosting the snapshot images. You can use read-write snapshots for:

» Testing of new versions of application software on production file data reflected in
the read-write snapshot image without modifying the original production file system

* Running test scenarios on a real data set without modifying the original production
file system

To use Oracle ACFS read-write snapshots, the disk group compatibility attribute for
ADVM must be setto 11.2.0.3.0 or higher. If you create a read-write snapshot on an
existing Oracle ACFS file system from a version earlier than 11.2.0.3.0, then the file
system is updated to the 11.2.0.3.0 or higher format. After a file system has been
updated to a higher version, an Oracle ACFS file system cannot be reverted to an
earlier version, and accordingly cannot be mounted on an earlier Oracle Grid
Infrastructure version.

You can create a snapshot from an existing snapshot in the same Oracle ACFS file
system. In addition, you can convert a snapshot between read-only and read-write
formats. To create from an existing snapshot or convert a snapshot, the disk group
compatibility attribute for ADVM must be set to 12. 1 or higher. In addition, creation from
an existing snapshot is not permitted if there are:

* Any snapshots present in the file system that were created with the ADvM
compatibility set to less than 12.1

* Any snapshots of the file system that were created after ADvM compatibility was set
to 12.1 but while 11.2 snapshots existed

Oracle ACFS snhapshot storage is maintained within the file system, eliminating the
management of separate storage pools for file systems and snapshots. Oracle ACFS
file systems can be dynamically resized to accommodate additional file and snapshot
storage requirements.

You cannot modify encryption metadata in read-write snapshots except for enabling or
disabling encryption. If a file is not encrypted in the snapshot, that file cannot be
encrypted by encrypting the corresponding file in the active file system.
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Files in a read-write snapshot can be encrypted, decrypted, or rekeyed if the operation target
is a path specified for a file or directory of the read-write snapshot. However, if an encryption,
decryption, or rekey operation is specified at the file system level, then the operation does not
process files and directories of snapshots in the .ACFS/snaps/ directory.

All Oracle ACFS snapshot operations are serialized clusterwide in the kernel. For example, if
a snapshot create operation is initiated at the same time as a snapshot delete operation, then
both operations would complete, but they would not run in parallel inside of the kernel. One
operation would complete before the other was started.

The acfsutil snap duplicate commands can be invoked manually to enable a target file
system or writable snapshot to track the evolution of a source file system or snapshot with
minimal overhead. Oracle ACFS updates the target after each apply operation to indicate its
current contents, and checks before starting the next apply operation to ensure that the
starting point of the incoming snapshot duplication stream matches the endpoint of the last-
applied stream. The target remains writable by any and all applications even when it is in use
by acfsutil snap duplicate apply . Oracle ACFS determines any updates to the target by a
process other than the apply process, and if such an update occurs, invalidates the internal
metadata that track the target contents. This prevents further apply operations to the target,
and avoids the possibility of a future apply operation yielding unexpected results.

The use of the acfsutil snap duplicate commands interacts with Oracle ACFS replication
operations. A target file system in use by acfsutil snap duplicate apply cannot be
specified for use as a file system for replication. And a file system in use by replication cannot
be specified as the target for acfsutil snap duplicate apply.

To run the acfsutil snap duplicate commands, the disk group compatibility attribute for
ADVM must be set to at least 12. 2.

Additional acfsutil snap commands are available to manage duplicate snapshots and
remaster an Oracle ADVM volume with an existing snapshot.

Oracle ACFS snapshots are administered with the acfsutil snap commands.

# Note:

The 1ink () and rename () system calls fail if an attempt is made to link or rename a
file in the Oracle ACFS file system and a file in any associated read-write snapshot,
or vice versa. Any tools which use the 1ink () and rename () system calls, such as
1n and mv, also fail in the same scenario.
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¢ See Also:

» acfsutil fshare create for information about creating a shared file (fshare)
that functions as a file based snapshot

» acfsutil snap create for additional information on the target used with the
acfsutil snap duplicate command

e Oracle ACFS Replication for information about Oracle ACFS replication
e Oracle ACFS Encryption for information about Oracle ACFS encryption

e Oracle ACFS Command-Line Tools for Snapshots for information about
the acfsutil snap commands

About Oracle ACFS and Backup and Restore

ORACLE

Oracle ACFS runs on operating system platforms as a native file system technology
supporting native operating system file system application programming interfaces
(APIs). Consequently, backup applications that access files using the native operating
system file system interfaces are able to access and backup Oracle ACFS file systems
and other native operating system file systems. Oracle ACFS snapshots can be
dynamically created and used to present a consistent, on-line view of an active file
system to a backup application.

Backup applications that use interfaces other than the standard operating system
interfaces (read or write) are not supported with Oracle ACFS.

" Note:

When Oracle ACFS is used with Oracle Recovery Manager (RMAN) backups
or restore, you should tune RMAN to improve performance because the
default values may not be ideal for Oracle ACFS file systems. For example,
you can adjust RMAN parameters to match the buffer size with the volume
stripe width or Oracle ASM AU size. Also, you can adjust the number of
buffers to match the number of devices in the Oracle ASM disk group.

¢ See Also:

e Oracle ACFS Tagging for information about using common operating
system utilities to preserve Extend Attributes for tagging definitions

e Oracle Automatic Storage Management Administrator's Guide for
information about md backup and md_restore for backing up and
restoring Oracle ACFS metadata

e My Oracle Support (https://support.oracle.com) for articles about
tuning RMAN tuning, such as RMAN Performance Tuning Using Buffer
Memory Parameters (Doc ID 1072545.1) and RMAN Performance
Troubleshooting (Doc ID 1326686.1)
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About Oracle ACFS Integration with Oracle ASM

Oracle ACFS is always configured with Oracle ASM storage and interfaces with Oracle ASM
storage through a traditional device file. This device file is presented by Oracle ADVM and is
constructed using a dynamic volume file. The Oracle ADVM volume device file is created
automatically following the creation of an Oracle ADVM volume. An Oracle ACFS file system
is then bound to the Oracle ADVM device file during the file system creation.

After an Oracle ACFS is configured and mounted, the file system inherits the Oracle ASM
storage management features associated with an Oracle ADVM volume, including dynamic
balanced distribution, mirroring and striping, and dynamic resizing.

The Oracle ACFS driver establishes communication with the Oracle ASM instance to receive
Oracle ASM status information including Oracle ASM instance and disk group state
transitions. However, 1/0 does not go through Oracle ASM nor through the Oracle ASM proxy,
but rather goes directly to the underlying Oracle ASM storage.

For information about Oracle ACFS and Oracle ASM operations, refer to Oracle ACFS and
Dismount or Shutdown Operations.

Understanding Oracle ACFS Administration

This section describes Oracle ACFS administration and contains the following topics:

» Oracle ACFS and File Access and Administration Security

e Oracle ACFS and Grid Infrastructure Installation

»  Oracle ACFS Configuration

* Oracle ACFS Features Enabled by Compatibility Attribute Settings
*  Oracle Clusterware Resources and Oracle ACFS Administration
e Oracle ACFS and Dismount or Shutdown Operations

e Oracle ACFS Encryption

e Oracle ACFS Compression

e Oracle ACFS Replication

*  Oracle ACFS Tagging

* Oracle ACFS Replication with Encryption

e Oracle ACFS Plugins

e Oracle ACFS Accelerator Volume

*  Oracle ACFS NAS Maximum Availability eXtensions

Oracle ACFS and File Access and Administration Security

ORACLE

Oracle ACFS supports traditional Unix-style file access control classes (user, group, other) for
Linux environments.

Most Oracle ACFS administrative actions are performed by users with either root or Oracle
ASM administration privileges for Linux environments. General Oracle ACFS information for
file systems can be accessed by any system user.
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In support of Oracle ACFS administration, Oracle recommends that the Oracle ASM
administrator role is given to a root privileged user, as many common Oracle ACFS file
system management tasks including mount, umount, fsck, driver load, and driver
unload are root privileged operations. Other privileged Oracle ACFS file system
operations that do not require root privileges can be performed by the Oracle ASM
administrator. If the Oracle ASM administrator role is not given to a root privileged
user, access to Oracle ACFS file systems can be restricted with the norootsuid and
nodev mount options.

¢ See Also:

e Oracle ACFS Encryption for information about Oracle ACFS encryption

e Managing Oracle ACFS with Command-Line Tools for information about
administering Oracle ACFS

e Oracle Automatic Storage Management Administrator's Guide for
information about Oracle ASM privileges

Oracle ACFS and Grid Infrastructure Installation

Oracle Grid Infrastructure includes Oracle Clusterware, Oracle ASM, Oracle ACFS,
Oracle ADVM, and driver resources software components, which are installed into the
Grid Infrastructure home using the Oracle Universal Installation (OUI) tool.

Oracle ACFS Configuration

After a Grid Infrastructure installation and with an operational Oracle Clusterware, you
can use Oracle ASM Configuration Assistant (ASMCA) to start the Oracle ASM
instance and create Oracle ASM disk groups, Oracle ADVM volumes, and Oracle
ACFS file systems. Alternatively, Oracle ASM disk groups and Oracle ADVM volumes
can be created using SQL*Plus and ASMCMD command line tools. File systems can
be created using operating system command-line tools.

Oracle ACFS file systems are configured with Oracle ADVM based operating system
storage devices that are created automatically following the creation of an Oracle
ADVM dynamic volume file. After a volume file and its associated volume device file
are created, a file system can be created and bound to that operating system storage
device. Following creation, an Oracle ACFS file system can be mounted, after which it
is accessible to authorized users and applications executing file and file system
operations.
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¢ See Also:

e Basic Steps to Manage Oracle ACFS Systems for an example of the specific
actions required to create a file system

 ASMCA GUI Tool for Managing Oracle ACFS and Oracle ADVM for information
about managing Oracle ACFS file systems with ASMCA

e Managing Oracle ACFS with Command-Line Tools for information about using
Oracle ACFS commands to create a file system

e Oracle Clusterware Resources and Oracle ACFS Administration for information
about configuring Oracle Clusterware resources for use with the database

Oracle ACFS Features Enabled by Compatibility Attribute Settings

This topic describes the Oracle ACFS features enabled by valid combinations of the disk
group compatibility attribute settings.

The following list applies to Oracle ACFS features enabled by disk group compatibility
attribute settings.

The value of COMPATIBLE.ASM must always be greater than or equal to the value of
COMPATIBLE.RDBMS and COMPATIBLE . ADVM.

Starting with Oracle Grid Infrastructure 12.2.0.1 software, the minimum setting for
COMPATIBLE.ASMIiS 11.2.0.2.

A value of not applicable (n/a) means that the setting of the attribute has no effect on the
feature.

Oracle ACFS features not explicitly listed in the following table do not require advancing
the disk group compatibility attribute settings.

Oracle ACFS features explicitly identified by an operating system in the following table
are available on that operating system starting with the associated disk group attribute
settings.

If encryption is configured for the first time on Oracle ASM 11g Release 2 (11.2.0.3) on
Linux or if encryption parameters must be changed or a new volume encryption key must
be created following a software upgrade to Oracle ASM 11g Release 2 (11.2.0.3) on
Linux, then the disk group compatibility attributes for AsM and ADVM must be set to
11.2.0.3 or higher.

Using replication or encryption with database files on Oracle ACFS is not supported.

Oracle ACFS on Oracle Exadata storage is supported starting with Oracle Grid
Infrastructure 12.1.0.2 on Linux.

The following table describes the Oracle ACFS features enabled by valid combinations of the
disk group compatibility attribute settings.

Table 1-1 Oracle ACFS features enabled by disk group compatibility attribute settings

Disk Group Features Enabled COMPATIBLE.ASM COMPATIBLE.RDBMS COMPATIBLE.ADVM
Volumes in disk groups >=11.2 n/a >=11.2
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Table 1-1 (Cont.) Oracle ACFS features enabled by disk group compatibility attribute settings

Disk Group Features Enabled COMPATIBLE.ASM COMPATIBLE.RDBMS COMPATIBLE.ADVM

Encryption, replication, security, tagging >=11.2.0.2 n/a >=11.2.0.2

(Linux systems)

Read-only snapshots >=11.2.0.2 n/a >=11.2.0.2

Read-write snapshots >=11.2.0.3 n/a >=11.2.0.3

Unlimited file system expansion >=11.2.04 n/a >=11.2.04

Performance and scalability >=11.2.04 n/a >=11.2.04

improvements in 1s and find

Storing database files in Oracle ACFS for >=12.1 n/a >=12.1

Oracle RAC configurations.

Encryption, replication, security, tagging >=12.1 n/a >=12.1

(Solaris systems)

Replication and tagging (AIX systems) >=12.1 n/a >=12.1

Creation from an existing snapshot and  >=12.1 n/a >=12.1

conversion of a snapshot

Support for 1023 snapshots >=12.1 n/a >=12.1.0.2

Storing database files in Oracle ACFS for >=12.2 n/a >=12.2

Oracle Restart configurations

Accelerator volume for Oracle ACFS file >=12.2 n/a >=12.2

system

Metadata storage on accelerator volume >=12.2, or >=12.1.0.2 n/a >=12.2, or >=12.1.0.2

for Oracle ACFS file system on Oracle Data on Oracle Data
Appliance (ODA) Appliance (ODA)

Logical sector size of the Oracle ADVM  >=12.2 n/a >=12.2

volume

Oracle ACFS support for 4 K sectors >=12.2 n/a >=12.2

Oracle ACFS automatic resize >=12.2, or >=12.1.0.2 nl/a >=12.2, or >=12.1.0.2
on Oracle Data on Oracle Data
Appliance (ODA) Appliance (ODA)

Oracle ACFS sparse files >=12.2, or >=12.1.0.2 n/a >=12.2, or >=12.1.0.2
on Oracle Data on Oracle Data
Appliance (ODA) Appliance (ODA)

Oracle ACFS compression >=12.2 n/a >=12.2

Oracle ACFS snapshot quotas >=12.2 n/a >=12.2

Oracle ACFS snapshot duplication >=12.2 n/a >=12.2

Oracle ACFS snapshot remastering >=12.2 n/a >=12.2

Space usage information by individual >=12.2 n/a >=12.2

Oracle ACFS snapshots

Oracle ACFS snaphot-based replication >=12.2 n/a >=12.2

Oracle ACFS Defragger >=12.2 n/a >=12.2

Oracle ADVM volume on a flex disk >=12.2 >=12.2 >=12.2

group

Oracle ACFS replication role reversal or >=18.0 n/a >=18.0

unplanned failover

ORACLE
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Table 1-1 (Cont.) Oracle ACFS features enabled by disk group compatibility attribute settings
]

Disk Group Features Enabled COMPATIBLE.ASM COMPATIBLE.RDBMS COMPATIBLE.ADVM
Reducing the size of an Oracle ACFS file >=18.0 n/a >=18.0
system
Oracle ACFS snapshot links >=18.0 n/a >=21.1
File Level Snapshots (Fshares) >=21.1 n/a >=21.1
¢ See Also:

e Overview of Oracle ACFS for information, including any limitations or
restrictions, about storing data files in an Oracle ACFS file system

e Oracle Automatic Storage Management Administrator's Guide for more
information about disk group compatibility attributes

e Oracle Automatic Storage Management Administrator's Guide for information
about the rebalancing process and the ASM POWER LIMIT initialization parameter

Oracle Clusterware Resources and Oracle ACFS Administration

Oracle Clusterware resources support all aspects of Oracle ACFS. The resources are
responsible for enabling and disabling volumes, loading drivers and mounting and
unmounting file systems.

This section discusses the following topics:

*  Summary of Oracle ACFS Resource-based Management
*  High Availability Actions

* Creating Oracle ACFS Resources

* Node-Local or Clusterwide File Systems

*  Monitoring Oracle ACFS resources

*  Stopping Oracle ACFS resources

*  Oracle ACFS resource Limitations

Summary of Oracle ACFS Resource-based Management

The following list provides a summary of Oracle ACFS resource-based management.

e The Oracle ACFS, Oracle Kernel Services (OKS), and Oracle ADVM drivers are
dynamically loaded when the Oracle ASM instance is started.

— Oracle ACFS
This driver processes all Oracle ACFS file and directory operations.
— Oracle ADVM
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This driver provides block device services for Oracle ADVM volume files that
are used by file systems for creating file systems.

— Oracle Kernel Services Driver (OKS)

This driver provides portable driver services for memory allocation,
synchronization primitives, and distributed locking services to Oracle ACFS
and Oracle ADVM.

The drivers are managed as a single resource set. For additional information, see
"Oracle ACFS Drivers Resource Management" and "Oracle ACFS Driver
Commands".

When a volume is created, Oracle ADVM creates a resource with the name of
ora.DISKGROUP. VOLUME.advm. This resource is usually managed through
transparent high availability calls from Oracle ASM and requires no user
interaction. However, the user may choose to use the SRVCTL command interface
to start and stop volumes as well as control the default state of the volume after an
Oracle ASM restart. This is especially beneficial in a large cluster or an Oracle
Flex ASM cluster, as volumes on other nodes may be operated upon.

In addition, these Oracle ADVM resources can be used by other resources in the
Oracle Clusterware stack to maintain dependency chains. Dependency chains
ensure that the resources a program requires to run are available. For instance, if
a resource was monitoring a backup application that was backing up to Oracle
ADVM volume, the backup application would want to ensure that it specified the
Oracle ADVM volume resource in it's START and STOP dependency list. Because
the Oracle ADVM volume resource will enable the volume, this ensures that the
volume is available before the backup begins.

Oracle ACFS file systems are either manually mounted or dismounted using an
Oracle ACFS or Oracle Clusterware command-line tool, or automatically mounted
or dismounted based on an Oracle Clusterware resource action.

For example, a file system hosting an Oracle Database home is hamed in the
dependency list of the associated Oracle Database resource such that issuing a
start on the database resource results in mounting the dependent Oracle ACFS
hosted database home file system.

Oracle ACFS file system resources provide the following actions:
—  MOUNT

During the START operation the resource mounts the file system on the path
configured in the resource. The Oracle ACFS file system resource requires all
components of the Oracle ASM stack to be active (volume device, ASM) and
ensures that they are active before attempting the mount.

— UNMOUNT
During the STOP operation, the resource attempts to unmount a file system.

Oracle provides two resource types for Oracle Highly Available NFS. For more
information, refer to Oracle ACFS NAS Maximum Availability eXtensions.

As with all Oracle Clusterware resources, these resources provide for high availability
by monitoring the underlying device, file system, or driver to ensure that the object
remains available. In the event that the underlying object becomes unavailable, each
resource attempts to make the underlying object available again.
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High Availability Actions

The following are the actions of the High Availability resources:

Oracle ACFS resource

This resource attempts to unmount the file system. After the unmount has succeeded, the
resource remounts the file system, making the file system available again. If processes
are active on the file system during unmount, the resource identifies and terminates those
processes.

Oracle ADVM resource

This resource attempts to disable any volume device, and then reenable the volume
device. At that point, any configured Oracle ACFS resource can remount the file system.
If processes are active on the volume during this period, the resource identifies and
terminates the processes.

Creating Oracle ACFS Resources

ORACLE

Oracle ACFS resources can be created with the following methods:

Oracle ASM Configuration Assistant (ASMCA) provides a GUI that exposes the most
common functionality. In all cases, creating a file system resource does not format the
underlying file system. Attempts to start the resource require the user to format the file
system either manually or with ASMCA.

SRVCTL provides a highly flexible command line utility for creating Oracle ACFS file
system resources through the filesystem object. Oracle ACFS resources created
through this mechanism have access to the full feature set, including server pools.

acfsutil commands provide an alternative method to create Oracle ACFS file system
resources using the registry object. Oracle ACFS resources created through this
methodology have access to a limited set of options.

The differences between SRVCTL and acfsutil commands are:

Oracle ACFS resources created through SRVCTL and specifying a server pool or list of
nodes are only mounted on one of those nodes. (node-local)

Oracle ACFS resources created through SRVCTL can take advantage of Oracle Server
Pools.

Oracle ACFS resources created through acfsutil commands and specifying a list of
nodes are mounted on all listed nodes. (node-local)

Oracle ACFS resources created through acfsutil commands are created with
AUTOSTART set to ALWAYS.

Oracle ACFS resources created through SRVCTL allow for advanced Application ID
functionality. Using this functionality enables the resource type to be set by the
administrator. After the type is set, other resources can depend on this type, allowing
different node-local file systems to be used to fulfill dependencies on each node. In a
simplified example, this would allow the administrator to have a different device mounted
on the /log directory on each node of the cluster, and be able to run an Apache
resource. The Apache resource would specify the new type in its resource dependency
structure, rather than specifying an individual resource.
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Oracle ACFS resources created through SRVCTL can specify additional
AUTOSTART parameters. These parameters can be used to prevent the resource
from starting on stack startup, to always force the resource to start, or to only start
the resource if it was previously running.

Oracle ACFS resources created through SRVCTL have access to functionality
such as accelerator volumes.

The common elements of both SRVCTL and acfsutil commands are:

User

This is an additional user that can act upon the resource. By default, you must be
the root user to start and stop an Oracle ACFS resource.

Options

These are mount options that should be used to mount the file system when the
resource is starting.

Node-Local or Clusterwide File Systems

When creating Oracle ACFS file system resources, you can create a node-local file
system or to create a clusterwide file system.

Node-local

This file system type is limited to the number of nodes it can mount on. Depending
on if it is created with SRVCTL or acfsutil commands, it may only mount on one
node, a subset of nodes, or all the configured nodes. In some cases, this could
look the same as a full cluster configuration, but if new nodes are added to the
cluster, the file system is not automatically mounted on them without modifying the
list of allowable nodes.

Clusterwide

This type of file system mounts on all nodes of the cluster, with no exceptions.
When new members are added to the cluster, the file system is automatically
available on them. This type of resource is required for certain configurations, such
as Oracle Database or Oracle HANFS.

Monitoring Oracle ACFS resources

ORACLE

Similar to all Oracle Clusterware resources, Oracle ACFS resources enables you to
monitor the state of the system. You can do this monitoring with the following
commands:

Using SRVCTL commands

When the command srvctl status filesystem Or srvctl status volume iS run,
the output of the command reports if the file system is mounted or the volume is
enabled, and which nodes this is true on.

Using CRSCTL commands

When the crsctl status resource command is run, a state of ONLINE is reported
for each resource that is available, whether through a mounted file system or an
enabled volume. A state of OFFLINE is reported for each resource that is not
available, whether through an unmounted file system or a disabled volume.
Additional status may be presented in the STATUS field of this output.
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Stopping Oracle ACFS resources

You can be stop Oracle ACFS file system resources with the following methods:

* You can stop the entire Oracle Clusterware stack. When the Oracle Clusterware stack is
stopped, all Oracle ACFS resources are automatically stopped.

» To stop individual resources, you can use SRVCTL management commands with the
Oracle ACFS files system or volume object. If there are other resources that are
depending on the resource that you are attempting to stop, then the command may
require the -force option.

* You may engage a manual action, such as running unmount on a file system or by
manually stopping a volume using ASMCMD or SQL*Plus commands. In this case, the
Oracle ACFS resource transitions to the OFFLINE state automatically.

Non-Oracle Grid Infrastructure usage of mount points can prevent unmounting and disabling
of volumes in the kernel for some situations. For example:

*  Network File System (NFS)
e Samba/Common Internet File System (CIFS)

If either of the previous examples reflects your situation, then ensure that you discontinue the
use of the functionality before initiating a stack shutdown, file system unmount, or volume
disable.

Additionally, some user space processes and system processes may use the file system or
volume device in a manner that prevents the Oracle Grid Infrastructure stack from shutting
down during a patch or upgrade. If this problem occurs, then use the 1sof and fuser
commands (Linux and UNIX) to identify processes which are active on the Oracle ACFS file
systems and Oracle ADVM volumes. To ensure that these processes are no longer active,
dismount all Oracle ACFS file systems or Oracle ADVM volumes and issue an Oracle
Clusterware shutdown. Otherwise, errors may be raised during an Oracle Clusterware
shutdown relating to activity on Oracle ACFS file systems or Oracle ADVM volumes,
preventing the successful shutdown of Oracle Clusterware.

Oracle ACFS resource Limitations

ORACLE

Oracle ACFS has the following resource limitations:

* All Oracle ACFS resources require root privileges to create.
* All Oracle ACFS resources require root privileges to remove.

» All Oracle ACFS file system resources require root privileges to act upon, such as
starting and stopping the resources, but can be configured to allow another user, such as
a database user, to do so. In this case, the root user must be used to configure the
resource.

e All Oracle ADVM volume resources allow the ASMADMIN user to act upon them.

* All Oracle ACFS resources are only available in Oracle RAC mode. Oracle ACFS
resources are not supported in Oracle Restart configurations. For more information about
Oracle ACFS and Oracle Restart, refer to Oracle ACFS and Oracle Restart.
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Oracle ACFS and Dismount or Shutdown Operations

It is important to dismount any active file system configured with an Oracle ADVM
volume device file before an Oracle ASM instance is shutdown or a disk group is
dismounted. After the file systems are dismounted, all open references to Oracle ASM
files are removed and associated disk groups can be dismounted or the instance shut
down.

If the Oracle ASM instance or disk group is forcibly shut down or fails while an
associated Oracle ACFS is active, the file system is placed into an offline error state. If
any file systems are currently mounted on Oracle ADVM volume files, the SHUTDOWN
ABORT command should not be used to terminate the Oracle ASM instance without first
dismounting those file systems. Otherwise, applications encounter 10 errors and
Oracle ACFS user data and metadata being written at the time of the termination may
not be flushed to storage before the Oracle ASM storage is fenced. If it is not possible
to dismount the file system, then you should run two sync (1) commands to flush
cached file system data and metadata to persistent storage before issuing the
SHUTDOWN ABORT operation.

Any subsequent attempt to access an offline file system returns an error. Recovering a
file system from that state requires dismounting and remounting the Oracle ACFS file
system. Dismounting an active file system, even one that is offline, requires stopping
all applications using the file system, including any shell references. For example, a
previous change directory (cd) into a file system directory. The Linux fuser or 1sof
commands list information about processes and open files.

¢ See Also:

e Oracle Automatic Storage Management Administrator's Guide for
information about shutting down an Oracle ASM instance

e Oracle Automatic Storage Management Administrator's Guide for
information about dismounting a disk group

Oracle ACFS Encryption

ORACLE

Oracle ACFS encryption enables you to encrypt data stored on disk (data-at-rest).

The encryption feature protects data in an Oracle ACFS file system in encrypted
format to prevent unauthorized use of data in the case of data loss or theft. Both
encrypted and non-encrypted files can exist in the same Oracle ACFS file system.

Some encryption functionality requires system administrator privileges. This
functionality incudes the commands for initiating, setting, and reconfiguring encryption.

System administrators and Oracle ACFS security administrators can initiate encryption
operations. Also, unprivileged users can initiate encryption for files they own.

Oracle ACFS encryption provides two type of encryption keys:

*  File Encryption Key

This is a key for a file and is used to encrypt the data in the file.
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*  Volume Encryption Key
This is a key for a file system and is used to encrypt the file encryption keys.

You must first create the encryption key store, then specify file system-level encryption
parameters and identify the directories. No extra steps are required for a user to read
encrypted files if the user has the appropriate privileges for accessing the file data.

Oracle ACFS encryption supports both Oracle Cluster Registry (OCR) and Oracle Key Vault
as a key store. Both OCR and Oracle Key Vault can be used in the same cluster. However, a
single file system uses either OCR or Oracle Key Vault as a key store, but not both. Oracle
Key Vault is currently only available with file systems on Linux.

If you are using OCR as a key store, you can store volume encryption keys (VEKS) in either
password-protected PKCS wallets or passwordless SSO wallets. You should back up the
OCR after creating or updating a volume encryption key to ensure there is an OCR backup
that contains all of the volume encryption keys (VEKS) for the file system.

If you are using Oracle Key Vault as a key store, note that Oracle Key Vault endpoints must
be created with an endpoint type of “Oracle ACFS”. Additionally, all Oracle Key Vault
endpoints within the same cluster must share the same endpoint password.

Oracle ACFS encryption protects data stored on secondary storage against the threat of theft
or direct access to the storage medium. Data is never written to secondary storage in
plaintext. Even if physical storage is stolen, the data stored cannot be accessed without the
encryption keys. The encryption keys are never stored in plaintext. The keys are either
obfuscated, or encrypted using a user-supplied password.

Auditing and diagnostic data are logged for Oracle ACFS encryption. The log files include
information such as acfsutil commands that have been run, the use of security or system
administrator privileges, and run-time failures. Logs are written to the following files:

* mount point/.Security/encryption/logs/encr-hostname fsid.log
The directory is created with acfsutil encr set command.
* GRID HOME/log/hostname/acfs/security/acfssec.log

The messages that are logged to this file are for commands that are not associated with
a specific file system, such as acfsutil encr init. The directory is created during
installation and is owned by the root user.

When an active log file grows to a pre-defined maximum size (10 MB), the file is
automatically moved to Iog file name.bak, the administrator is notified, and logging
continues to the regular log file name. When the administrator is notified, the administrator
must archive and remove the log file name.bak file. If an active log file grows to the
maximum size and the Iog file name.bak file exists, logging stops until the backup file is
removed. After the backup log file is removed, logging restarts automatically.

Note the following when working with Oracle ACFS encryption:

e A copy of an encrypted file is not encrypted unless the copy of the file is made in an
encrypted directory.

Some applications, such as the vi editor, re-create a file when the file is modified. The
modified file is saved as a temporary file, the original file is removed, and temporary file is
copied with the original file name as the destination name. This process creates a new
file. The new file is not encrypted unless it is created in an encrypted directory. If you are
planning to copy an encrypted file, you should ensure that the parent directory is also
encrypted.
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» Using encryption with database files on Oracle ACFS is not supported.

» Oracle ACFS encryption cannot be used with password-protected (PKCS) wallets
if any of the file systems using encryption are configured to be mounted with the
Oracle ACFS mount registry.

* ACFS encryption is not FIPS-140 compliant.

To use Oracle ACFS encryption functionality on Linux, the disk group compatibility
attributes for AsM and ADVM must be setto 11.2.0.2 or higher. The disk group
compatibility attributes for AsM and ADvM must be setto 11.2.0.3 or higher on Linux for
the following cases:

e If encryption is configured for the first time on Oracle ASM 11g Release 2
(11.2.0.3).

e If encryption parameters must be changed or a new volume encryption key must
be created following a software upgrade to Oracle ASM 11g Release 2 (11.2.0.3). .

Encryption information for Oracle ACFS file systems is displayed in the

V$ASM ACFS ENCRYPTION INFO view. To configure encryption and manage encrypted
Oracle ACFS file systems, you can use the acfsutil encr command-line functions
and Oracle ASM Configuration Assistant.

¢ Note:

Starting with Oracle ACFS 21c, Oracle ACFS encryption is desupported on
Solaris and Microsoft Windows operating systems. Oracle ACFS Encryption
on Oracle Solaris and Microsoft Windows is based on RSA technology.
Retirement of RSA technology has been announced. Oracle ACFS
Encryption continues to be supported on Linux, and is unaffected by this
deprecation, because Linux uses an alternative technology.

1-30



Chapter 1
Understanding Oracle ACFS Administration

¢ See Also:

» acfsutil encr set and acfsutil encr rekey for information about changing or
creating a volume encryption key

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility attribute
settings

e About Oracle ACFS Snapshots for information about Oracle ACFS encryption
and snapshots

e Using Views to Display Oracle ACFS Information for information about
VSASM ACFS views

e Encrypting Oracle ACFS File Systems using OCR as Encryption Key Store and
Oracle ACFS Command-Line Tools for Encryption for information about
managing encryption with Oracle ACFS command-line tools

e Managing Security and Encryption for Oracle ACFS with ASMCA for
information about using Oracle ASMCA with encryption features

e Oracle Key Vault Administrator's Guide for information about Oracle Key Vault

Oracle ACFS Compression

ORACLE

Oracle ACFS compression is enabled on a specified Oracle ACFS file system for general
purpose files. Oracle ACFS compression is not supported for Oracle Database files.

Cached 10 compression is performed asynchronously, after the application has written to the
file. When enabling compression on a file system, existing files are not compressed, only
newly-created files are compressed. When compression is disabled, compressed files are not
uncompressed. Compressed files are associated with a compression unit and the
compression algorithm operates on this unit. The default unit size is currently 32 K. 1zo is the
default compression algorithm and the only compression algorithm currently supported.

The acfsutil compress command sets and resets the compression state of a file system with
acfsutil compress on and acfsutil compress off. To display the compression state and
effectiveness of the compression operation, use the acfsutil compress info command. The
acfsutil info fs and acfsutil info file commands have been enhanced to report on
Oracle ACFS compression status.

Compressed files consume less disk space than non-compressed files. However, for
applications using the file, the size reported is equal to the uncompressed file size, not the
smaller compressed size. Some utilities, such as 1s -1, report the uncompressed size of the
file. Utilities such as du, acfsutil compress info, and acfsutil info file, report the actual
disk allocation of the compressed file.

Note the following about Oracle ACFS compression.

e Oracle ACFS compression is not supported for Oracle ACFS file systems which are
intended to hold database files. Instead, use Oracle Advanced Compression.

e Loopback mounts are not supported with compressed files. This includes files intended
for use by Oracle ACFS remote service. If a loopback device is associated with a
compressed file, read and write operations to the loopback device fail.
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* Aloopback device can be associated with an uncompressed file on an Oracle
ACFS file system that has been enabled for compression.

*  For Oracle Grid Infrastructure 12c release 2 (12.2.0.1), Oracle ACFS compression
is supported on Linux and AlX.

*  Oracle ACFS compression is only supported with Oracle ACFS snapshot-based
replication that is available starting with Oracle Grid Infrastructure 12c release 2
(12.2.0.1).

* ADVM disk group compatibility must be set to 12.2 or higher.

¢ See Also:

e Oracle ACFS Command-Line Tools for Compression for information
about the Oracle ACFS compression commands

e QOracle ACFS Command-Line Utilities for information about the acfsutil
info commands

Oracle ACFS Replication

ORACLE

Oracle ACFS snapshot-based replication enables replication of Oracle ACFS file
systems across a network to a remote site, providing disaster recovery capability for
the file system.

Oracle ACFS replication enables either a mounted file system or a snapshot of a
mounted file system to be designated as a replication storage location. The source
Oracle ACFS location of an Oracle ACFS replication relationship is referred to as a
primary location. The target Oracle ACFS location of an Oracle ACFS replication
relationship is referred to as a standby location.
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# Note:

e Oracle ACFS replication functionality supports only one standby location for
each primary location.

e The standby location is read-only for as long as replication is active on it. Read-
write snapshots may be created of the standby.

e A primary site running Linux, Solaris or AIX can replicate to a standby site
running any of those operating systems where Oracle ACFS is supported.

Note that application data is not modified in any cross-platform use of Oracle
ACFS replication. Oracle ACFS replication only ensures the validity of its
metadata when transferring between different operating systems.

e The primary and standby sites should be running the same version of the
Oracle Grid Infrastructure software. When upgrading the sites, update the
standby site first.

e Oracle ACFS replication is not supported with Oracle Restart.

e An Oracle Key Vault keystore is not supported on a standby file system
containing replication locations.

e Oracle ACFS encryption cannot be undone on a primary file system containing
replication locations.

You cannot undo encryption on a file system having active snapshots. If you
want to undo encryption on primary file system containing active replication
locations, then first terminate replication. After replication has stopped, then
undo encryption and start replication again.

A site can host both primary and standby locations. For example, if there are cluster sites A
and B, a primary file system hosted at site A can be replicated to a standby snapshot at site B.
At the same time, a primary snapshot hosted at site B can be replicated to a standby file
system at site A. However, an Oracle ACFS file system or snapshot cannot be used
simultaneously as a primary and a standby location.

Oracle ACFS snapshot-based replication operates by recording snapshots of the primary
location. After the initial snapshot is transferred to the standby location, replication continues
by transferring the changes between successive snapshots of the primary to the standby
location. These replication operations can occur either in constant mode (enabling a new
operation to start as soon as the previous one completes), or can be scheduled to occur at
fixed intervals. This replication solution is by nature asynchronous.

Oracle ACFS replication uses snapshot functionality on the primary site initially to externalize
both the contents of the initial snapshot, and later the differences between two specified
snapshots. The result is called a snapshot duplication stream. The replication process then
uses snhapshot functionality on the standby site to apply this stream to the standby location,
creating a duplicate of the primary location.

On the primary, because replication works by comparing successive snapshots, it is critical
that there is enough disk space available on the site hosting the primary to contain the
version of the primary recorded in each snapshot, as well as the current primary contents. In
addition, there must always be enough space to create the snapshots required. Each
replication snapshot is deleted when no longer needed.
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On the standby, a backup snapshot is created at the end of each replication operation.
This snapshot records the latest consistent contents of the standby, and can be used
to recover those contents if a permanent outage occurs during the current replication
operation. Each backup snapshot is deleted when the following replication operation is
complete, so it must always be possible to create a backup snapshot. In addition,
enough space must exist for the version of the standby captured in the snapshot and
the current standby contents.

You should ensure that the primary and standby file systems do not run out of disk
space. If either file system runs out of available storage, you should either expand the
file system or free up space by removing files from the file system or any read-write
shapshots present. You can also configure automatic resize to avoid running out of
space.

If the primary file system runs out of space and you decide to free up space by
removing files, then you should only remove files that are not being replicated.
Replicated files have been stored in a snapshot pending transfer to the standby file
system and are not deleted. You can delete any Oracle ACFS snapshots not created
by replication.

Replication Configuration Information

Oracle ACFS replication uses the ssh utility as the transport between the primary and
standby clusters. To enable the automated use of ssh, replication requires a specific
user to be designated as the replication user, or repluser. For this user, two kinds of
keys need to be configured. These keys must be available on each node where
replication is enabled to run.

* On each node in each cluster, the repluser must have a host key stored for each
node in the other cluster.

* On each node in each cluster, a public key for repluser, as defined on the other
cluster, must be stored that is authorized to log in as repluser on that node..

These keys are required to ensure that replication running on a primary host is able to
authenticate the standby host to which it is sending data using the host keys. Also,
replication running on a primary host must be able to log in as the apply user on a
standby host with the user keys to update the standby location. In addition, replication
has the ability to reverse the roles being played by primary and standby. For this role
reversal operation to be successful, primary and standby hosts require the same types
of ssh keys to be configured. For more information, refer to Configuring ssh for Use
With Oracle ACFS Replication.

Before using replication on a file system or snapshot, ensure that you have checked
the following:

* There is sufficient network bandwidth to support replication between the primary
and standby locations.

*  The configuration of the sites hosting the primary and standby locations enable the
standby file system to keep up with the rate of change on the primary location.

* Host keys and user keys for ssh have been configured properly.

Directories and files in an Oracle ACFS file system or snapshot can be tagged to
select specific objects that you want to replicate in a file system.

Before replicating a given location, a replication configuration must be created to
identify any necessary information, such as the site hosting the primary location, the
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site hosting the standby location, the file system to be replicated, the mount point of the file
system for the location, and a list of tags.

The primary and standby sites must share the same user and group configurations, including
all uids and gids in use in the two locations. The apply user repluser described previously
must be configured on each node where replication is enabled. This user should be a
member of the Oracle ASM administration group and must have Oracle ASM administrator
user privileges.

" Note:

The mappings between user names and numeric uids, and between group names
and numeric gids, must be identical on both the primary cluster and the standby
cluster. This is required to ensure that the numeric values are used in the same
manner on both clusters because replication transfers only the numeric values from
the primary to standby.

Replication Role Reversal

Oracle ACFS replication provides replication role reversal functionality, which enables the
original primary and standby locations to reverse roles. Using the acfsutil repl reverse
command, you can change the original primary to the new standby, and the original standby
to the new primary. The role reversal functionality enhances replication to provide additional
disaster recovery capabilities.

Replication Unplanned Failover

Oracle ACFS replication provides for unplanned failover functionality with the acfsutil repl
failover command. The command can be invoked on the standby in both the planned
failover case (primary up) and the unplanned failover case (primary down). To distinguish the
two cases, acfsutil repl failover attempts for a specific amount of time to contact the
primary. There is an option available to control how long the standby waits to hear from the
primary before deciding that the primary is down.

When acfsutil repl failover attempts to contact the primary:

e If the primary responds, then the standby collaborates with the primary to do a planned
failover with no data loss.

« If the primary does not respond, then the standby assumes that the primary is down, and
initiates an unplanned failover with no involvement of the primary. There is a likely
chance of incurring data loss.

Additional Information

To use Oracle ACFS replication functionality, the disk group compatibility attributes for AsM
and ADVM must be set to 12.2 or higher for the disk groups that contain the file systems for the
primary and standby locations. To use Oracle ACFS role reversal or unplanned failover
replication functionality, the disk group compatibility attributes for ASM and ADVM must be set to
18.0 or higher for the disk groups that contain the file systems for the primary and standby
locations.

To use Oracle ACFS replication on Solaris Sparc hardware, the system must be running
Solaris 10 update 8 or later.
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To configure replication and manage replicated Oracle ACFS locations, use the
acfsutil repl command-line functions.

" Note:

Starting with Oracle ACFS 21c, Oracle ACFS replication protocol version 1 is
desupported. Replication protocol version 1 has been replaced with
snapshot-based replication version 2, introduced in Oracle ACFS 12c
Release 2 (12.2.0.1).

See Also:

Oracle ACFS Command-Line Tools for Replication for information about
Oracle ACFS acfsutil replication commands

Oracle ACFS Replication with Encryption for information about using
Oracle ACFS replication with other Oracle ACFS features

acfsutil size for information about resizing an Oracle ACFS file system
Oracle ACFS Tagging for information on tagging

Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility
attribute settings

Replicating Oracle ACFS File Systems for information about using the
acfsutil repl command-line functions to configure replication and
manage replicated Oracle ACFS file systems

Configuring Oracle ACFS Snapshot-Based Replication for information
about converting an existing Oracle ACFS replication environment to the
snapshot-based replication introduced in release 12.2.0.1

Oracle Automatic Storage Management Administrator's Guide for
information about Oracle ASM privileges

Information about tuning your network on the Oracle Maximum
Availability Architecture (MAA) website at https://www.oracle.com/
database/technologies/high-availability/maa.html

Data Guard Redo Transport & Network Configuration document for
relevant information about tuning your network

Additional information on the Oracle ACFS website at https://
www.oracle.com/database/technologies/rac/acfs.html

Oracle ACFS Tagging

Oracle ACFS tagging assigns a common naming attribute to a group of files.

ORACLE

Oracle ACFS Replication can use this tag to select files with a unique tag name for
replication to a different remote cluster site. The tagging option avoids having to
replicate an entire Oracle ACFS file system.
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Oracle ACFS implements tagging with Extended Attributes. Some editing tools and backup
utilities do not retain the Extended Attributes of the original file by default; you must set a
specific switch. The following list describes the necessary requirements and switch settings
for some common utilities to ensure Oracle ACFS tag hames are preserved on the original
file.

* The cp command requires flags to preserve tag names.

Install the coreutils library (version coreutils-5.97-23.el5 4.1.src.rpm Or
coreutils-5.97-23.el5 4.2.x86 64.rpm or later) on Linux to install versions of the cp
command that supports Extended Attribute preservation with the --preserve=xattr
switch and the mv command that supports Extended Attribute preservation without any
switches.

cp does not preserve tag names assigned to symbolic link files.
The cp switches required to preserve tag names on files and directories are:
— Linux: --preserve=xattr
— Solaris: -@
- AIX:-U
* The cpio file transfer utility requires flags to preserve tag names.
The cpio switches required to preserve tag names on files and directories are:
— Linux: cpio does not preserve tag names

— Solaris: -@ is required to preserve or restore tag names for files and directories, but
does not preserve tag names for symbolic link files

— AIX: -U is required to preserve or restore tag names for files and directories, but does
not preserve tag names for symbolic link files

*  emacs requires that the backup-by-copying option is set to a non-nil value to preserve tag
names on the original file name rather than a backup copy. This option must be added to
the .emacs file.

* The pax file transfer utility requires flags to preserve tag names.
The pax switches required to preserve tag hames on files and directories are:
— Linux: pax does not preserve tag names

— Solaris: -¢ is required to preserve or restore tag names for files and directories, but
does not preserve tag names for symbolic link files

— AIX: -U is required to preserve or restore tag names for files and directories, but does
not preserve tag names for symbolic link files

* The rsync file transfer utility requires flags to preserve tag names.
The rsync switches required to preserve tag hames on files and directories are:

— Linux: -x -1 are required to preserve tag names for files and directories, but these
switches do not preserve tag names for symbolic link files

— Solaris: rsync does not preserve tag names
— AIX: not available

e The tar backup utility can have flags set on the command line to preserve tag names on
a file. However, tar does not retain the tag names assigned to symbolic link files.
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The tar switches required to preserve tag names on files and directories are:
— Linux: --xattrs

— Solaris: -@

- AIX:-U

e The vimor vi editors require the set bkc=yes option in the .vimrc (Linux) file to
make a backup copy of a file and overwrite the original. This preserves tag names
on the original file.

To use Oracle ACFS tagging functionality on Linux, the disk group compatibility
attributes for AsM and ADVM must be setto 11.2.0.2 or higher. To use Oracle ACFS
tagging functionality on Solaris or AlX, the disk group compatibility attributes for ASM
and ADVM must be setto 12.1 or higher.

¢ See Also:

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility
attribute settings

e Tagging Oracle ACFS File Systems and Oracle ACFS Command-Line
Tools for Tagging for information about using the acfsutil tag
command-line functions to configure tagging and manage tagged Oracle
ACFS file systems

e Oracle ACFS Tagging Generic Application Programming Interface for
information about Oracle ACFS tagging application programming
interfaces (APIS)

Oracle ACFS Replication with Encryption

ORACLE

" Note:

Starting with Oracle ACFS 21c, Oracle ACFS Security (Vault) and ACFS
Auditing are desupported. Desupporting cluster features with limited adoption
allows Oracle to focus on improving core scaling, availability, and
manageability across all features and functionality. Oracle ACFS Security
(Vault) and ACFS Auditing are desupported.

Encryption can be enabled on an Oracle ACFS file system on which replication has
been configured. The replicated standby file system is secured with the same
encryption policies as the primary file system. For this replicated environment, the
primary and standby file systems must both be 12.1 or higher installations. For more
information about Oracle ACFS replication, refer to "Oracle ACFS Replication”.

To ensure successful replication, the standby file system must be a generic file system
without encryption metadata on it. Oracle ACFS does not support using a standby file
system that once had encryption and then had encryption removed. Additional
conditions that must be met for Oracle ACFS encryption are listed in this section.
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Note the following about Oracle ACFS encrypted file systems:

*  Encrypted files on the primary file system remain encrypted on the standby file system
with the same key and encryption parameters (algorithm and key length).

» Encryption operations done on the primary file system are replayed on the standby file
system - on, off, and rekey.

*  Encryption may be enabled before or after a file system is replicated. In either case, an
encryption wallet is transparently created on the standby file system if one does not exist
because acfsutil encr init has not been run on the standby file system.

» A password-protected wallet is not supported on the standby file system. If a PKCS wallet
already exists on a site that is to be used as a standby file system, the administrator must
use the acfsutil keystore migrate command to transfer all keys to an SSO wallet.

Oracle ACFS Plugins

The Oracle ACFS plugin functionality enables a user space application to collect just-in-time
Oracle ACFS file and Oracle ADVM volume metrics from the operating system environment.

Applications can use the Oracle ACFS plug-in infrastructure to create customized solutions
that extend the general application file metric interfaces to include detailed Oracle ACFS file
system and volume data.

The Oracle ACFS plug-in functionality can be enabled on separate Oracle ACFS file systems
mounted on a standalone host or on one or more nodes of an Oracle Grid cluster where the
Oracle ACFS file system is mounted. This functionality enables message communication
between a node-local plugin enabled Oracle ACFS file system and an associated user space
application module using Oracle ACFS plug-in application programming interfaces (APIs).

The plugin message APls support both polling and posting message delivery models and
multiple message payload types.

¢ See Also:

e Oracle ACFS Command-Line Utilities for information about Oracle ACFS plugin
commands

e Oracle ACFS Plug-in Generic Application Programming Interface for
information about the Oracle ACFS plug-in application programming interface

Oracle ACFS Accelerator Volume

ORACLE

Using an accelerator volume can improve performance by reducing the time to access and
update Oracle ACFS metadata. You should create the accelerator volume on a disk group
with storage that is significantly faster than the storage of the primary volume. For example,
Solid State Disk (SSD) storage could be used. Oracle ADVM volumes are created with the
ASMCMD volcreate command. For information about the volcreate command, refer to
volcreate.

The recommended size of the accelerator volume depends on the workload. It is especially
helpful for files with many extents, especially if that extent metadata is updated frequently.
You can use the acfsutil info file command to view a report on a file's extents. Database
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files generally have many extents and when Oracle ACFS shapshots are in use, the
extent metadata is updated frequently. A workload that greatly benefits from an
accelerator is a compressed file system.

If Oracle ACFS cannot allocate space on the accelerator for critical metadata, then
that metadata is stored on the primary volume instead. Depending on the frequency of
metadata updates, it can have a disproportionate impact on performance. If the slow
metadata is written in the same transaction as the fast metadata, then the slow
metadata brings the performance of the entire operation down.

The recommended starting accelerator size is minimally 0.6% of the size of the file
system. If many snapshots are in use representing several points in time for a
database workload, the recommendation is an additional 0.4% per snapshot. For
example, a file system with 5 snapshots may need an accelerator whose size is 2.6%
of the size of the primary volume. acfsutil size can be configured to automatically
grow the accelerator as needed along with the primary volume. The accelerator
increases in units of 64 mega bytes. The minimum size of the accelerator volume is
256 M. mkfs requires that the initial accelerator size be at least 0.4% of the size of the
primary volume

The accelerator volume is linked to the primary volume specified with the mkfs
command. When mounting a file system, only the primary volume is specified. If the
accelerator volume becomes inaccessible for any reason after a file system with the
volume is mounted, then the file system is taken offline. Only one storage accelerator
volume can be associated with an Oracle ACFS file system. After an accelerator
volume is associated with a file system, the volume cannot be disassociated from the
file system.

The accelerator volume can be created on Linux environments with the -a option of
the mkfs command. To create an accelerator volume on Linux, the value of
COMPATIBLE.ADVM must be at least 12. 2. For information about the commands used to
manage accelerator volumes, refer to:

* mkfs for information about creating an accelerator volume

« acfsutil accel replace for information about replacing an existing accelerator
volume

Oracle ACFS NAS Maximum Availability eXtensions

ORACLE

Oracle ACFS NAS Maximum Availability eXtensions (Oracle ACFS NAS MAX) is a set
of extensions that provide High Availability Extensions for Common NAS Protocols,
such as NFS and SMB.

When using these extensions, the protocol in question is running in high availability
mode, enabling the protocol to move between nodes in an Oracle RAC cluster. This
functionality provides a way to address a single point of failure for a given protocol, so
that if at least one node of the cluster is available, then the protocol is available. In
addition to providing for high availability, the extensions provide for integration with
common NAS protocols and the Oracle ACFS stack, enabling administrators to easily
utilize these protocols without creating additional infrastructure. Note that the Oracle
ACFS NAS Maximum Availability eXtensions functionality adds value to existing OS
NAS protocol implementations, but does not replace them.
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Oracle ACFS High Availability Network File System

High Availability Network File System (HANFS) for Oracle Grid Infrastructure provides
uninterrupted service of NFS v2, v3, or v4 exported paths by exposing NFS exports on Highly
Available Virtual IPs (HAVIP) and using Oracle Clusterware agents to ensure that the VIPs
and NFS exports are always online. While base NFS supports file locking, HANFS does not
support NFS file locking, except with NFS v4. Refer to Oracle ACFS HANFS with NFS Locks.

¢ Note:

e This functionality relies on a working NFS server configuration available on the
host computer. You must configure the NFS server before attempting to use the
Oracle ACFS NFS export functionality.

e This functionality is not supported in Oracle Restart configurations.

e The HAVIP cannot be started until at least one file system export resource has
been created for it.

To set up High Availability NFS for Oracle Grid Infrastructure, perform the following steps:

1.

Add and register a new HAVIP resource.

For example:

# srvctl add havip -id hrexports -address my havip name

In the example, my havip name is mapped in the domain name server (DNS) to the VIP
address and is used by the client systems when mounting the file system.

The initial processing of srvctl add havip ensures that:

* The address being used is static, not dynamic

*  Any DNS names resolve to only one host, not round-robin multiple DNS resolutions

e The network resource and provided IP address and resolved name are in the same
subnet

«  The name is not in use

SRVCTL creates the appropriate HAVIP name using the id, ensuring it is unique. As a
final validation step, SRVCTL ensures that the network resource (if provided) of
ora.net#.network exists. After this step, SRVCTL adds a new havip of type
ora.havip.type with the name of ora. id.havip. In this example, the name is
ora.hrexports.havip.

Next SRVCTL modifies HAVIP start dependencies, such as active dispersion; sets the
stop dependencies; and ensures the description attribute (if provided) is appropriately
set.

Create a shared Oracle ACFS file system.

High Availability NFS for Oracle Grid Infrastructure operates only with Oracle ACFS file
systems configured for clusterwide accessibility and does not support Oracle ACFS file
systems configured for access on particular subsets of cluster nodes. High Availability
NFS is not supported with non-Oracle ACFS file systems.
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Register the Oracle ACFS file system.
For example:

$ srvctl add filesystem -device /dev/asm/dlvolumel-295 -volume VOLUMEL \
-diskgroup HR DATA -mountpath /oracle/clusterl/acfsl

Create an Oracle ACFS file system export resource.
For example:

# srvctl add exportfs -id hrexports -path /oracle/clusterl/acfsl -name
hrexportl

After the file system export resource has been created, then you can start the
HAVIP created in step 1 to export the file system using the srvctl start havip
command.

The NFS mount option FSID is added to any export options, utilizing the FSID of
the underlying Oracle ACFS file system plus a unique identifier. This FSID option
provides for reliable fail over between nodes and allows the usage of snapshot
mounting.

The default mount and export options for configured exports are the defaults for
the NFS server.

Relative paths that are fully-qualified are converted to absolute paths. Relative
paths that are not fully-qualified are not accepted as an export path.

VIPs attempts to find the best server to run on based on available file systems and
other running VIPs, but this dispersion only occurs during CSS membership
change events, such as a node joining or leaving the cluster.

" Note:

It is not recommended to start and stop exports individually; this
functionality should be provided through the start and stop operations of
HAVIP.

When HAVIP is not running, exports can exist on different nodes. After
the associated HAVIP is started, the exports gather on a single node.

Clients that are using an export that is stopped while HAVIP is running
raise the NFS error estale, and must dismount and remount the file
system.

When mounting an HANFS exported file system on a client, the following
CLIENT mount options are recommended:

hard, intr, retrans=10000

Oracle ACFS HANFS with NFS Locks

Oracle ACFS HANFS now supports HANFS NFS v4 with NFS Locks. This functionality
is only available on specific operating system (OS) platforms. To activate this
functionality, additional steps must be performed after the Oracle Grid Infrastructure
software is installed. Note that after these steps are completed, the OS NFS server
functionality of the cluster is managed by the Oracle Clusterware stack. In addition, the
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location of certain OS NFS configuration files will be moved from their default location to a
designated Oracle ACFS file system.

Some common tasks are:

e Activate: acfshanfs addnode

e Uninstall: acfshanfs uninstall

*  Check the installation status: acfshanfs installed

*  Check if this platform is supported: acfshanfs supported

When activating the HANFS v4 lock functionality, the following command must be run on
each node:

# grid home/bin/acfshanfs addnode -nfsv4lock -volume volume device
The volume is formatted with an Oracle ACFS file system and mounted on a designated
Oracle ACFS clusterware mount point For example on Linux:

/dev/asm/nfs-81 on /var/lib/nfs type acfs (rw)

Restrictions on the Oracle ADVM volume include:

* No previously existing Oracle ACFS resource should exist for this hew Oracle ADVM
volume.

* No Oracle ACFS file system should exist on this Oracle ADVM volume.
e This Oracle ADVM volume should not be in use anywhere in the cluster.

When Oracle HANFS v4 lock functionality is activated, there are differences from normal
HANFS operations. The differences are noted in the following list:

 The OS NFS server is under Oracle Clusterware control through the
ora.netstorageservice resource. When starting and stopping the Oracle Clusterware
stack, the OS NFS server is also started and stopped.

e This resource has a dependency on an Oracle ACFS file system:
ora.data hostname.nfs.acfs

The hostname is the hostname of the first node on which the setup for Oracle HANFS
locking has been run.

e Only Oracle HANFS should be used to export NFS file systems from the Oracle RAC
cluster. The NFS server is configured and moved around the Oracle RAC cluster; only file
systems exported by Oracle HANFS are accessible when the NFS server has migrated to
an alternate cluster node.

e When locking is initialized, Oracle HANFS exports are run from only a single node, unlike
non-locking mode, where Oracle HANFS exports are distributed throughout the cluster.

e On client nodes, mount the file system specifying NFS v4 as the NFS version. This
prevents the server from defaulting to NFS v3, and enables support for the NFS v4
locking functionality.

After High Availability Locking is activated, control of HANFS with locking is the same as
described previously in this section.

Oracle ACFS HANFS with High Availability SMB

Oracle ACFS supports High Availability Samba (SMB), also known as CIFS (Common
Internet File System) in previous Microsoft implementations. This protocol is commonly used
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to interface with Microsoft servers and Active Directory Domains and is supported by
various operating system (OS) implementations. However, Oracle ACFS High
Availability SMB requires the Microsoft SMB implementation or Samba.

Note the following:

Samba is available from www.samba.org

Ensure that Samba or SMB is correctly configured on your host OS before
attempting to utilize High Availability SMB.

High Availability SMB is not supported in Oracle Restart mode.

After adding an HAVIP resource, an SMB Export resource must also be added;
otherwise, the HAVIP resource does not start.

For highest performance and best results, ensure that both server and client are
using SMB3. Note the following:

— Use the newest version of Samba, v4 or later.

— Use the latest Microsoft OS version (2012 or later). To check the SMB version,
use the Powershell cmdlet Get-SmbConnection command.

— Previous versions of SMB require that the client must remount the SMB export
after a storage failure.

Similar to HANFS, options may be specified on the command line and are passed
to the host operating system. Appropriate error messages are passed back. If no
options are provided to the SRVCTL command, the following default options apply:

— Linux, Solaris, and AlX: Read Only, Browsable = True
Supported Option Sets:

— Linux, Solaris, or AIX: Any options supported by the Samba configuration
stanza.

To set up High Availability SMB for Oracle Grid Infrastructure, perform the following
steps:

1.

Add and register a new HAVIP resource.

For example:

# srvctl add havip -id hrexports -address my havip name

In the example, my havip name is mapped in the domain name server (DNS) to
the VIP address and is used by the client systems when mounting the file system.
The initial processing of srvctl add havip ensures that:

* The address being used is static, not dynamic

*  Any DNS names resolve to only one host, not round-robin multiple DNS
resolutions

»  The network resource and provided IP address and resolved name are in the
same subnet

e The name is not in use

SRVCTL creates the appropriate HAVIP name using the id, ensuring it is unigue.
As a final validation step, SRVCTL ensures that the network resource (if provided)
of ora.net#.network exists. After this step, SRVCTL adds a new havip of type
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ora.havip.type with the name of ora. id.havip. In this example, the name is
ora.hrexports.havip.

Next SRVCTL modifies HAVIP start dependencies, such as active dispersion; sets the
stop dependencies; and ensures the description attribute (if provided) is appropriately
set.

2. Create a shared Oracle ACFS file system.

High Availability SMB for Oracle Grid Infrastructure operates only with Oracle ACFS file
systems configured for clusterwide accessibility and does not support Oracle ACFS file
systems configured for access on particular subsets of cluster nodes. High Availability
NFS is not supported with non-Oracle ACFS file systems.

3. Register the Oracle ACFS file system.
For example:

$ srvctl add filesystem -device /dev/asm/dlvolumel-295 -volume VOLUMEL \
-diskgroup HR DATA -mountpath /oracle/clusterl/acfsl

4. Create an Oracle ACFS file system export resource.
For example:
# srvctl add exportfs -id hrexports -path /oracle/clusterl/acfsl -name hrexportl -

type SMB

After the file system export resource has been created, then you can start the HAVIP
created in step 1 to export the file system using the srvctl start havip command.

During the start of the resource, the Oracle ACFS Export resource creates a Samba
configuration file (Linux, Solaris, or AIX) or runs the net.exe binary to export the file
system.

VIPs attempts to find the best server to run on based on available file systems and other
running VIPs, but this operation only occurs during CSS membership change events,
such as a node joining or leaving the cluster.

# Note:

e Itis not recommended to start and stop exports individually; this
functionality should be provided through the start and stop operations of
HAVIP.

*  When HAVIP is not running, exports can exist on different nodes. After the
associated HAVIP is started, the exports gather on a single node.
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¢ See Also:

e Creating an Oracle ACFS File System for information about creating an
Oracle ACFS file system

e Oracle Clusterware Administration and Deployment Guide for
information about the srvctl add filesystem command

e Oracle Clusterware Administration and Deployment Guide for
information about Oracle Clusterware resources

e Oracle Clusterware Administration and Deployment Guide and Oracle
Real Application Clusters Administration and Deployment Guide for
information about SRVCTL commands

Overview of Oracle ASM Dynamic Volume Manager

Oracle ASM Dynamic Volume Manager (Oracle ADVM) provides volume management
services and a standard disk device driver interface to clients.

File systems and other disk-based applications send I/O requests to Oracle ADVM
volume devices as they would to other storage devices on a vendor operating system.

An Oracle ADVM volume device is constructed from an Oracle ASM dynamic volume.
One or more Oracle ADVM volume devices may be configured within each Oracle
ASM disk group. The Oracle ADVM Driver maps I/O requests against an Oracle
ADVM volume device to blocks in a corresponding Oracle ASM dynamic volume and
disk set located within an Oracle ASM disk group. An Oracle ADVM volume device
exports Oracle ASM volume manager features and ensures that volume mirrors
remain consistent in the face of abnormal system shutdowns, Oracle ASM instance
failures, or system failures.

Oracle ADVM extends Oracle ASM by providing a disk driver interface to Oracle ASM
storage allocated as Oracle ADVM volume files. You can use Oracle ADVM to create
virtual disks that contain file systems. These file systems contained on Oracle ADVM
volumes are able to support files beyond Oracle Database files, such as executable
files, report files, trace files, alert logs, and other application data files. Because Oracle
ADVM volumes are actually Oracle ASM files, they require the same administrative
privileges as the Oracle ASM files.

Oracle Advanced Cluster File System (Oracle ACFS) communicates with Oracle ASM
through the Oracle ADVM interface. With the addition of the Oracle ADVM, Oracle
ASM becomes a complete storage solution of user data for both database and non-
database file needs.

To add a volume to an Oracle ASM disk group, disk group attributes COMPATIBLE . ASM
and COMPATIBLE.ADVM must be setto '11.2".
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< Note:

Dynamic volumes supersede traditional device partitioning. Each volume is
individually named and may be configured for a single file system. Oracle ADVM
volumes may be created on demand from Oracle ASM disk group storage and
dynamically resized as required. These attributes make Oracle ADVM volumes far
more flexible than physical devices and associated partitioning schemes.

¢ See Also:

e Managing Oracle ADVM with ASMCMD for information about ASMCMD
command-line tools for managing Oracle ADVM volumes

e Using Views to Display Oracle ACFS Information for information about v$asM
views to display information about Oracle ADVM volumes

e Managing Oracle ACFS with Command-Line Tools for information about Oracle
ACFS operating system utilities for managing file systems and volume device
files

e Oracle Automatic Storage Management Administrator's Guide for information
about the ALTER DISKGROUP ADD VOLUME SQL statement to administer volumes

e Oracle Database SQL Language Reference for information about the ALTER
DISKGROUP SQL statement
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Using Views to Display Oracle ACFS
Information

Dynamic views display important information about Oracle Advanced Cluster File System
(Oracle ACFS) and Oracle ASM Dynamic Volume Manager (Oracle ADVM).

This chapter contains information about using dynamic views to display Oracle Advanced
Cluster File System (Oracle ACFS) and Oracle ASM Dynamic Volume Manager (Oracle
ADVM) information.

*  Views Containing Oracle ACFS Information

e Oracle ACFS Support for Oracle Database File Mapping Views

# See Also:

*  Oracle Database Reference for information about all of the V$ASM ACFS*
dynamic performance views

e Oracle ACFS Command-Line Utilities for acfsutil info commands that display
Oracle ACFS information

Views Containing Oracle ACFS Information

You can use the views in Table 2-1 to obtain information about Oracle Advanced Cluster File
System (Oracle ACFS). These views are accessible from the Oracle ASM instance.

" Note:

To display information about Oracle ACFS file systems or volumes that are located
on nodes in an Oracle Flex ASM configuration, you must connect to the Oracle
ASM proxy instance instead of the local Oracle ASM instance.

Table 2-1 Oracle ASM dynamic views for Oracle ACFS information
]

View Description

VSASM ACFS ENCRYPTION INFO Contains encryption information for each Oracle ACFS file system.

VSASM ACFS SECURITY INFO Contains security realm information for each Oracle ACFS file system.

VSASM ACFS SEC ADMIN Contains information about Oracle ACFS security administrator in the
cluster.

V$ASM ACFS SEC CMDRULE Contains information about Oracle ACFS security command rules for

each Oracle ACFS file system.
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Table 2-1 (Cont.) Oracle ASM dynamic views for Oracle ACFS information
]

View Description

VSASM ACFS SEC REALM Contains information about every realm in the Oracle ACFS security
realm for each Oracle ACFS file system.

VSASM ACFS SEC REALM FILTER Contains information about every filter in the Oracle ACFS security

realm for each Oracle ACFS file system. A filter is a defined as
commandrule/ruleset pair in a realm.

VSASM ACFS SEC REALM GROUP Contains information about every group in the Oracle ACFS security
realm for each Oracle ACFS file system.

VSASM ACFS SEC REALM USER Contains information about every user in the Oracle ACFS security
realm for each Oracle ACFS file system.

VSASM ACFS SEC RULE Contains information about every Oracle ACFS security rule for each
Oracle ACFS file system.

VSASM ACFS SEC RULESET Contains information about every Oracle ACFS security ruleset for
each Oracle ACFS file system.

V$ASM ACFS SEC RULESET RULE Contains information about every rule in Oracle ACFS security ruleset
for each Oracle ACFS file system.

VSASM ACFSREPL Contains information for Oracle ACFS file systems that are initialized

for replication.

For Oracle ASM releases 12.2 or higher, this view contains records just
for storage locations that are file systems (and not for ones that are
snapshots)

VSASM ACFSREPLTAG Contains replicated tag information for Oracle ACFS file systems that
are initialized for replication.

This view only contains records for Oracle ASM releases prior to 12.2.
To display Oracle ACFS replication information for Oracle ASM
releases 12.2 or higher, use the acfsutil repl info command.

VSASM ACFSSNAPSHOTS Contains snapshot information about every mounted Oracle ACFS file
system.

VSASM ACFSTAG Contains all tag name information about files on all mounted Oracle
ACFS file systems

V$ASM ACFSVOLUMES Contains information about mounted Oracle ADVM volumes, correlated
VWﬂ1V$ASM7FILESYSTEM.

VSASM FILESYSTEM Contains information about every mounted Oracle ACFS file system.

VSASM VOLUME Contains information about each Oracle ADVM volume that is a

member of an Oracle ASM instance.
VSASM VOLUME STAT Contains information about statistics for each Oracle ADVM volume.

Example 2-1 Viewing encryption information in VSASM_ACFS_ENCRYPTION_INFO

This example shows information displayed from the V$ASM ACFS ENCRYPTION INFO
view. The FS_NAME column contains the mount point. The VOL DEVICE contains the
name of the Oracle ADVM device.

SELECT SUBSTR(fs name,1,24) FILESYSTEM, SUBSTR(vol device,1,20) DEVICE, set status,
enabled status, algorithm, key length, last rekey time FROM VSASM ACFS ENCRYPTION INFO;

FILESYSTEM DEVICE SET STA ENABLED ALGORIT KEY LEN LAST REKE

/acfsmounts/acfsl /dev/asm/volumel-228 YES ENABLED AES 192
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Example 2-2 Viewing security information in VSASM_ACFS_SECURITY_INFO

This example shows information displayed from the V$ASM ACFS SECURITY INFO view. The
FS_NAME column contains the mount point. The VOL_DEVICE contains the name of the Oracle
ADVM device.

SELECT SUBSTR(fs name,1,24) FILESYSTEM, SUBSTR(vol device,1,20) DEVICE, prepared status,
enabled status FROM V$ASM ACFS SECURITY INFO;

FILESYSTEM DEVICE PREPARE ENABLED

/acfsmounts/acfsl /dev/asm/volumel-228 YES ENABLED

Example 2-3 Viewing security rules information in VSASM_ACFS_SEC_RULE

This example shows information displayed from the V$ASM ACFS SEC RULE view. The FS_NAME
column contains the mount point.

SELECT SUBSTR(rule name,l,24) rule, SUBSTR(rule type,1,12) type,
SUBSTR (rule value,1,16) value, SUBSTR(fs name,1,24) filesystem
FROM V$ASM ACFS SEC_RULE;

RULE TYPE VALUE FILESYSTEM

medHistRulela TIME 22:00:00 /acfsmounts/acfsl
medHistRulelc TIME 08:00:00 /acfsmounts/acfsl
medHistRulelb USERNAME medMaintenance /acfsmounts/acfsl
medHistRuleld USERNAME medBrowse /acfsmounts/acfsl
SYSTEM RULE Auditor GROUPNAME myaudit mgr grp /acfsmounts/acfsl
SYSTEM RULE AuditManager GROUPNAME myauditor grp /acfsmounts/acfsl
SYSTEM RULE Always TIME 00:00:00 /acfsmounts/acfsl

Example 2-4 Viewing security ruleset information in VSASM_ACFS_SEC_RULESET

This example shows information displayed from the V$ASM ACFS_SEC_RULESET view. The
FS_NAME column contains the mount point.

SELECT SUBSTR(ruleset name,1,36) ruleset, ruleset option r option, SUBSTR(fs name,1,24) filesystem
FROM V$ASM ACFS SEC_RULESET;

RULESET R OPTION FILESYSTEM

medRuleSetl ALL TRUE /acfsmounts/acfsl
medRuleSet2 ALL TRUE /acfsmounts/acfsl
SYSTEM RULESET Auditor ALL TRUE /acfsmounts/acfsl
SYSTEM RULESET AuditManager ALL TRUE /acfsmounts/acfsl
SYSTEM RULESET AuditMgr Auditor ANY TRUE /acfsmounts/acfsl
SYSTEM RULESET AlwaysDeny ANY TRUE /acfsmounts/acfsl

Example 2-5 Viewing security ruleset information in VSASM_ACFS_SEC_RULESET_RULE
This example shows information displayed from the V$ASM ACFS_SEC_RULESET RULE view.

SELECT SUBSTR(ruleset name,1,36) ruleset, substr(rule name,1,24) rule,
SUBSTR(fSiname,l,36) filesystem FROM V$ASM7ACF875EC7RULESETiRULE;

RULESET RULE FILESYSTEM

medRuleSetl medHistRulela /acfsmounts/acfsl
medRuleSetl medHistRulelb /acfsmounts/acfsl
medRuleSet?2 medHistRulelc /acfsmounts/acfsl
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medRuleSet2 medHistRuleld /acfsmounts/acfsl
SYSTEM RULESET Auditor SYSTEM RULE Auditor /acfsmounts/acfsl
SYSTEM RULESET AuditManager SYSTEM RULE_AuditManager /acfsmounts/acfsl
SYSTEM RULESET AuditMgr Auditor SYSTEM RULE Auditor /acfsmounts/acfsl
SYSTEM RULESET AuditMgr Auditor SYSTEM RULE_AuditManager /acfsmounts/acfsl
SYSTEM RULESET AlwaysDeny SYSTEM RULE Always /acfsmounts/acfsl

Example 2-6 Viewing snapshot information in VSASM_ACFSSNAPSHOTS

This examle shows information displayed from the v$ASM ACFSSNAPSHOTS view. The
FS_NAME column contains the mount point. The VOL_DEVICE contains the name of the
Oracle ADVM device.

SELECT SUBSTR(FS NAME,1,24) FILESYSTEM, SUBSTR(VOL DEVICE,1,22) DEVICE,
SUBSTR (SNAP_NAME,1,12) SNAPSHOT, CREATE TIME TIME, SUBSTR(PARENT,1,10) PARENT,
SUBSTR (TYPE, 1,4) TYPE FROM V$ASM ACFSSNAPSHOTS;

FILESYSTEM DEVICE SNAPSHOT TIME PARENT TY
/acfsmounts/acfsl /dev/asm/volumel-229  snaprw 13-MAR-12 NULL RW
/acfsmounts/acfsl /dev/asm/volumel-229  snaprw child 13-MAR-12 snaprw RW
/acfsmounts/acfs2 /dev/asm/volume2-321  snapro 13-MAR-12 NULL RO

Example 2-7 Viewing volume information with VSASM_ACFSVOLUMES

This example shows information displayed from the V$ASM ACFSVOLUMES view. The
PRIMARY VOL column contains TRUE if the volume is the primary volume for the file
system.

SELECT fs name, vol device, primary vol, total mb, free mb FROM VSASM ACFSVOLUMES;

FS_NAME VOL_DEVICE PRIMARY_VOL TOTAL_MB FREE_MB
/acfsmounts/acfsl /dev/asm/volumel-228  TRUE 1024000 578626.522
/acfsmounts/acfs2 /dev/asm/volume2-375  TRUE 1024000 685761.463

Example 2-8 Viewing volume information with VSASM_FILESYSTEM
This example shows information displayed from the V$ASM FILESYSTEM view.

The STATE column contains the status of the file system, either AVAILABLE or OFFLINE.
An offline file system can only be dismounted; other attempts at access result in errors.
Offline means that either the Oracle ASM instance is down, the disk group has been
forced dismounted, or less commonly, a metadata 1/O failure occurred or serious
metadata corruption was detected. With a metadata 1/O failure, the file system is also
marked as corrupt.

The CORRUPT column indicates whether the file system needs the fsck command run
on it.

SELECT fs name, available time, block size, state, corrupt FROM V$SASM FILESYSTEM;

FS NAME AVATLABLE BLOCK SIZE STATE CORRUPT
/acfsmounts/acfsl 19-JUL-09 4 AVAILABLE FALSE
/acfsmounts/acfs?2 19-JUL-09 4 AVAILABLE FALSE
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Example 2-9 Viewing volume information with VSASM_VOLUME

This example shows information displayed from the V$ASM VOLUME view for volumes
contained in the DATA disk group.

SELECT dg.name AS diskgroup, v.volume name, v.volume device, v.mountpath
FROM VSASM DISKGROUP dg, V$ASM_VOLUME v
WHERE dg.group number = v.group number and dg.name = 'DATA';

DISKGROUP VOLUME_NAME VOLUME_DEVICE MOUNTPATH
DATA VOLUME1 /dev/asm/volumel-228 /acfsmounts/acfsl
DATA VOLUME2 /dev/asm/volume2-375 /acfsmounts/acfs2

Example 2-10 Viewing volume information with VSASM_VOLUME_STAT

This example shows information displayed from the V$ASM VOLUME STAT view for volumes
contained in the DATA disk group. The BYTES READ column contains the total number of bytes
read for the volume. The BYTES WRITTEN column contains the total number of bytes written for
the volume.

SELECT dg.name AS diskgroup, v.volume name, v.bytes read, v.bytes written
FROM VSASM DISKGROUP dg, VSASM VOLUME STAT v
WHERE dg.group number = v.group number and dg.name = 'DATA';

DISKGROUP VOLUME_NAME BYTES READ BYTES WRITTEN
DATA VOLUME1 12370105856 43510272
DATA VOLUME2 2685728 32201504

Example 2-11 Viewing tag name information with VSASM_ACFSTAG

This example shows tag names for the /acfsmounts/acfsl file system displayed from the
VSASM ACFSTAG View.

SELECT SUBSTR(TAG NAME,1,8) TAG NAME, SUBSTR(FS _NAME,1,20) FS NAME,
SUBSTR (PATH_NAME, 1,42) PATH NAME FROM VSASM ACFSTAG WHERE TAG NAME='tag5';

TAG NAME FS_NAME PATH_NAME
tagh /acfsmounts/acfsl /acfsmounts/acfsl/d1/d2/d3/d4/d5/f6
tagbh /acfsmounts/acfsl /acfsmounts/acfsl/dl/d2/d3/d4/d5
tagh /acfsmounts/acfsl /acfsmounts/acfsl/dl/d2/d3/d4
tagb /acfsmounts/acfsl /acfsmounts/acfsl/dl/d2/d3
tagb /acfsmounts/acfsl /acfsmounts/acfsl/dl/d2
tagbh /acfsmounts/acfsl /acfsmounts/acfsl/dl
tagb /acfsmounts/acfsl /acfsmounts/acfsl/fl
tagh /acfsmounts/acfsl /acfsmounts/acfsl
¢ See Also:

Oracle Database Reference for information about the Oracle ACFS dynamic views

Oracle ACFS Support for Oracle Database File Mapping Views

Oracle ACFS supports Oracle Database file mapping views to the Oracle ASM device level.
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< Note:

This feature is available starting with Oracle Database 12c Release 1
(12.1.0.2).

The following database mapping views are supported by Oracle ACFS:
e VSMAP FILE

* VS$MAP FILE EXTENT

*  VS$SMAP ELEMENT

* VSMAP FILE IO STACK

These vsMAP views are only refreshed by executing the procedure
DBMS STORAGE MAP.MAP ALL. The Oracle ACFS file mapping interface does not utilize
the external fmputl process or its supporting libraries.

" Note:

Oracle ACFS does not provide support for the V$MAP SUBELEMENT View.

Before running any queries on the V$MAP views, ensure that the FILE MAPPING
initialization is set to TRUE, then run the DBMS STORAGE MAP.MAP ALL procedure to build
the mapping information for the entire 1/0 subsystem associated with the database.
For example, connect as SYSDBA to the database instance and run the following:

SQL> ALTER SYSTEM SET file mapping=true;

SQL> EXEC DBMS STORAGE MAP.MAP ALL(10000);

The SQL statements in Example 2-12 to Example 2-15 are run from the Oracle
Database instance.

Example 2-12 Viewing Oracle ASM information with VSMAP_ELEMENT
This example displays information from the VSMAP ELEMENT view.

SQL> SELECT ELEM NAME, ELEM IDX, ELEM TYPE, ELEM SIZE, ELEM DESCR
FROM V$MAP ELEMENT;

ELEM NAME ELEM IDX ELEM TYPE  ELEM SIZE ELEM DESCR
+/dev/xvddl 0 ASMDISK 117184512 TEST 0001
+/dev/xvdcl 1 ASMDISK 117184512 TEST_0000

Example 2-13 Viewing Oracle ACFS Data File Information with VSMAP_FILE
This example displays information from the VSMAP FILE view.

SQL> SELECT FILE NAME, FILE MAP IDX, FILE TYPE, FILE STRUCTURE, FILE SIZE,
FILE NEXTS FROM VSMAP FILE WHERE REGEXP LIKE(FILE NAME, '*usersOl.dbf');

FILE NAME FILE MAP IDX FILE TYPE FILE STRU FILE SIZE FILE NEXTS
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/dbdatal/orcl/users01.dbf 4 DATAFILE FILE 10256 41

Example 2-14 Viewing Element and File Offset Information with
VSMAP_FILE_EXTENT

This example displays the element offset versus file offset information for each extent with
VSMAP FILE EXTENT, specifying FILE MAP IDX equal to 4, which is the file map index of the /
dbdata/orcl/users01.dbf file.

SQL> SELECT FILE MAP IDX, EXT NUM, EXT ELEM OFF, EXT SIZE, EXT FILE OFF,
EXT TYPE, ELEM IDX FROM VSMAP FILE EXTENT WHERE FILE MAP IDX=4;

FILE MAP IDX  EXT NUM EXT ELEM OFF EXT SIZE EXT FILE OFF EXT TY ELEM IDX

4 0 58105664 192 0 DATA 0
4 1 58154752 256 192 DATA 1
4 2 58089472 256 448 DATA 0
4 39 58140928 256 9920 DATA 1
4 40 58108160 88 10176 DATA 0

41 rows selected.

Example 2-15 Viewing Extent Information With VSMAP_FILE_IO_STACK

This example displays information from VSMAP FILE IO STACK specifying FILE MAP IDX equal
to 4. The VSMAP_FILE IO STACK view is similar to VSMAP FILE EXTENT, but the display groups
contiguous extents which are on the same device or element and of the same size.

SQL> SELECT FILE MAP IDX, ELEM IDX, CU SIZE,STRIDE, NUM CU,ELEM OFFSET,
FILE OFFSET FROM VSMAP FILE IO STACK WHERE FILE MAP IDX=4;

FILE MAP IDX ELEM IDX CU_SIZE STRIDE NUM CU ELEM OFFSET FILE OFFSET
4 0 256 1024 10 58089472 448
4 0 192 0 1 58105664 0
4 0 256 1024 9 58105856 960
4 0 88 0 1 58108160 10176
4 1 256 1024 10 58138624 704
4 1 256 1024 10 58154752 192

6 rows selected.

" See Also:

e Oracle Automatic Storage Management Administrator's Guide for information
about file mapping to Oracle ASM files

e Oracle Database Administrator’s Guide for information about the Oracle
Database File Mapping Interface

e Oracle Database Reference for details about the VSMAP views
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Administering Oracle ACFS with Oracle
Enterprise Manager

Oracle Enterprise Manager Cloud Control provides tools for administering Oracle Advanced
Cluster File System (Oracle ACFS).

This chapter describes how to administer Oracle Advanced Cluster File System (Oracle
ACFS) with Oracle Enterprise Manager Cloud Control.

All Oracle ASM administration tasks begin with the Oracle Automatic Storage Management
home page in Oracle Enterprise Manager Cloud Control.

< Note:

To manage or monitor Oracle ACFS file systems or volumes that are located on
nodes in an Oracle Flex ASM configuration, you must connect to the Oracle ASM
proxy instance instead of the local Oracle ASM instance.

This chapter contains the following topics:

Accessing the Oracle ASM and Oracle ACFS Home Page

Managing Oracle ACFS File Systems and Volumes with Oracle Enterprise Manager
Managing Oracle ACFS Snapshots with Oracle Enterprise Manager

Managing Encryption Features with Oracle Enterprise Manager

Managing Tagging Features with Oracle Enterprise Manager

¢ See Also:

e Managing Oracle ACFS with Command-Line Tools for information about using
command-line tools to administer Oracle ACFS file systems

e Basic Steps to Manage Oracle ACFS Systems for information about the basic
steps for creating Oracle ACFS file systems

e Oracle Automatic Storage Management Administrator's Guide for information
about Oracle Flex ASM

Accessing the Oracle ASM and Oracle ACFS Home Page
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All Oracle ASM administration tasks begin with the Oracle Automatic Storage
Management home page in Oracle Enterprise Manager Cloud Control. The Oracle
Automatic Storage Management home page displays:

The status of the Oracle ASM instance.

A chart that shows the used and free space of each disk group and disk group
internal usage.

A list of databases that are serviced by the Oracle ASM instance.

A list of Oracle Advanced Cluster File System (Oracle ACFS) file systems that are
serviced by the Oracle ASM instance.

A list of other non-Oracle ACFS volumes.
A list of alerts for the Oracle ASM instance and the host computer.

Links to the Oracle ASM Performance, Disk Groups, Configuration, Users, and
Oracle ACFS pages.

To access the Oracle Automatic Storage Management home page on a single-
instance system:

1.
2.
3.

Log in to Oracle Enterprise Manager Cloud Control.
Under the Targets drop down menu at the top of the page, select All Targets.
In the lists of targets on the All Targets page, click the target for the Oracle ASM
instance.
If prompted for Oracle ASM login credentials, then enter the user sys, provide the
SYs password that was set for the Oracle ASM instance during installation, and
connect as sYSASM. The Oracle Automatic Storage Management home page
displays.

¢ See Also:

e Managing Oracle ACFS with Command-Line Tools for information about
using command-line tools to administer Oracle ACFS file systems

e Basic Steps to Manage Oracle ACFS Systems for information about the
basic steps for creating Oracle ACFS file systems

e Oracle Automatic Storage Management Administrator's Guide for
additional information about the Oracle ASM home page

Managing Oracle ACFS File Systems and Volumes with
Oracle Enterprise Manager

This section discusses how to manage Oracle ACFS file systems and volumes
systems with Oracle Enterprise Manager Cloud Control.

ORACLE

This section contains the following topics:

Creating Oracle ACFS File Systems and Volumes
Viewing and Modifying Oracle ACFS Volumes and File Systems
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For more information about Oracle ACFS file systems and volumes, refer to "About Oracle
ACFS".

# See Also:

Oracle Enterprise Manager Cloud Control Administrator's Guide

Creating Oracle ACFS File Systems and Volumes

To create an Oracle ACFS volume, perform the following steps.

1. Access the Disk Groups page from the Oracle ASM home page.
2. Click the Volumes link in the General tab of the Disk Group page.
3. Click Create in the Volumes tab of the Disk Group page.

The Create ASM Volume page displays.

Enter the volume name, disk group name that contains the volume, and the initial size of
the volume.

You can also select the redundancy setting for the volume and the region settings for
primary and mirror extents.

To create an Oracle ACFS file system on a volume in a disk group, perform the following
steps.

1. Access the Volumes tab of the Disk Group page.
2. Select an existing volume in the disk group and click Create ASM Cluster File System.

The compatibility parameters COMPATIBLE.ASM and COMPATIBLE.ADVM must be setto 11.2
or higher for the disk group..

3. Onthe Create ASM Cluster File System page, enter the information to create a file
system. You can optionally register and mount the file system.

You must enter the volume name. You can enter an optional volume label.

You can optionally choose to register and mount the file system when it is created. Select
a mount point from available directories.

Enter the host credentials needed to run the command when prompted. To register or
mount a file system, you need root or administrator privileges.

After a directory has been selected, click Show Command to have Oracle Enterprise
Manager generate the commands that you can run at an operating system prompt.
Examples of commands on a Linux system are:

/sbin/mkfs -t acfs -b 4k /dev/asm/volumel-361
/sbin/acfsutil registry -f -a /dev/asm/volumel-361 /oracle/acfsmounts/acfs2
/bin/mount -t acfs -rw /dev/asm/volumel-361 /oracle/acfsmounts/acfs2

You can also generate the commands to register or mount an Oracle ACFS file system
on the ASM Cluster File System tab.
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¢ See Also:

¢ ASMCMD Volume Management Commands for information about
creating a volume with the ASMCMD volcreate command

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility
attribute settings

e About the Oracle ACFS Mount Registry for information about the registry
process

Viewing and Modifying Oracle ACFS Volumes and File Systems

To view and modify information about Oracle ACFS file systems, click the ASM
Cluster File System link in the Oracle ASM home page.

The ASM Cluster File System tab in Oracle Enterprise Manager lists all of the Oracle
ACFS associated with the Oracle ASM instance.

On this page, you can choose to mount, dismount, delete, create snapshot, view
content, register, and deregister a selected file system. In addition, you can create a
file system, mount all file systems, or dismount all file systems.

For each Oracle ACFS, the columns provide information for Mount Point, Availability,
State, Snapshots, Used (%), Used (GB), Size (GB), Allocated Space, Redundancy,
Volume, and Disk Group. Redundancy, Volume, and Disk Group columns are on the
far right of the page and are not shown in the illustration. The mount point, snapshots,
volume, and disk group are provided as links to further information.

To view information about a specific volume, click the volume name in the Volume
column on the ASM Cluster File System page to display the General tab of the ASM
Volumes page.

To view information about a file system, click the link in the Mount Point column on
the ASM Cluster File System page.

To view information about a disk group for an Oracle ACFS, click the disk group name
in the Disk Group column on the ASM Cluster File System page. The General tab of
the Disk Group page displays.

To view information about volumes in a disk group, click the Volumes tab at the top of
the Disk Group page.

Managing Oracle ACFS Snapshots with Oracle Enterprise
Manager

This section describes how to manage snapshots with Oracle Enterprise Manager.

» Creating, Modifying, and Viewing Snapshots
e Converting Snapshots Between Read-Only and Read-Write

*  Creating Child Snapshots from Existing Snapshots
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For more information about Oracle ACFS snapshots, refer to "About Oracle ACFS
Snapshots".

Creating, Modifying, and Viewing Snapshots

To view and modify information about existing snapshots or create snapshots for a file
system, perform the following steps.

1. Click the ASM Cluster File System tab on the Oracle ASM home page
2. Click a mount point link in the Mount Point column.
3. Click the Snapshots tab.

Optionally, you can click a number link for existing snapshots in the Snapshots column on
the ASM Cluster File System page to display the Snapshots page.

On the Snapshots page, you can create snapshots or search for and display specific
snapshots. To search for a snapshot, enter a name with optional wildcard characters in the
search field then click Search.

To create a snapshot, perform the following steps.

1. Click Create in the Snapshots page.
2. Complete the information on the Create Snapshot page.

Accept the default snapshot name, or provide a name. Optionally, you can choose to
delete the oldest snapshot.

3. When you have completed the screen, you can click OK to run the command, or click
Show Command to view the generated command.

For example, the following is a generated command for creating a snapshot:
/sbin/acfsutil snap create "snapshot 20090702 142135" /oracle/acfsmounts/acfsl
To run the generated command, you need the appropriate privileges on the host

computer. Oracle Enterprise Manager prompts you to enter host credentials if they have
not been set up.

You can also open a Telnet session from the Create Snapshot page to manually enter
the generated operating system command.

To drill down in a snapshot directory, click the snapshot name in the Snapshots page to
display the Search and List Directory page.

Converting Snapshots Between Read-Only and Read-Write

ORACLE

You can use edit snapshot to convert the snapshot attribute between Read Only and Read
Write. To edit a shapshot, follow these steps:

1. From the Oracle ASM home page, select the ASM Cluster File System tab to display the
mount points in the cluster file system.

2. Click the file or directory in which you want to edit a snapshot.
Enterprise Manager displays ASM Cluster File System page.
3. Click the Snapshots tab.

4. Select the snapshot you want to edit, then click Edit.
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The Snapshot page displays.
5. Change the Attribute. You can choose Read Only or Read Write.
6. Click OK.

Creating Child Snapshots from Existing Snapshots

Use the Create Child snapshot operation to create a point-in-time copy of an existing
Oracle ACFS snapshot. Future changes to the parent snapshot are not inherited by
the child snapshot. To create a child snapshot of an existing snapshot, follow these
steps:

1. From the Oracle ASM home page, select the ASM Cluster File System tab to
display the mount points in the cluster file system.

2. Click the file or directory Mount Point in which you want to create a child snapshot.
Enterprise Manager displays ASM Cluster File System page.
3. Click the Snapshots tab.

4. Select the parent snapshot you want to use to create a child snapshot, then click
Create Child.

The Create Child Snapshot on ASM Cluster File System page displays.

5. The Snapshot Name field is automatically populated with a default child snapshot
name. You can replace the name with a name you designate.

6. Set the Attribute to Read Only or Read Write.

7. Optionally you can turn on the option to delete the oldest shapshot by turning on
the delete option. Oracle Enterprise Manager tabulates the number of remaining
shapshots before the maximum limit is reached.

8. Click OK to create the child snapshot.

Oracle Enterprise Manager returns to the Snapshots tab where you can see the
new snapshot with its Parent Name listed in the table.

Managing Encryption Features with Oracle Enterprise
Manager

This section describes how to manage encryption with Oracle Enterprise Manager.

e Initializing Oracle ACFS Encryption
e Enabling, Disabling, and Setting Parameters for Encryption On an Oracle ACFS
e Viewing Encryption Status

For more information about Oracle ACFS encryption, refer to "Oracle ACFS
Encryption".

Initializing Oracle ACFS Encryption

To initialize Oracle ACFS encryption, follow these steps:

1. From the Oracle ASM home page, select the ASM Cluster File System tab to
display the mount points in the cluster file system.
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2. Click a mount point in the list.
3. Click the Security/Encryption tab to display the Security and Encryption section.

4. In the Encryption Configuration section, you can specify various options, such as
Unset Encryption Parameters.

5. If Oracle ACFS encryption is not initialized in the cluster, the Initialize Encryption button
displays. Click the button to initialize Oracle ACFS encryption. This operation needs to be
performed only once in the cluster.

Enabling, Disabling, and Setting Parameters for Encryption On an Oracle
ACFS

To enable, disable, or set parameters for Oracle ACFS encryption, follow these steps:

1. From the Oracle ASM home page, select the ASM Cluster File System tab to display the
mount points in the cluster file system.

2. Click the Mount Point that contains the realms you want to view. The Oracle ACFS
home page is displayed for this mount point.

3. Click the Security/Encryption tab.

4. Click Encryption Configuration link to display the Encryption configuration section.

Viewing Encryption Status

To view encryption status, follow these steps:

1. From the Oracle ASM home page, select the ASM Cluster File System tab to display the
mount points in the cluster file system.

2. Click Show Security and Encryption to display the Security and Encryption section.

The section displays the mount points and the security and encryption settings for each.

Managing Tagging Features with Oracle Enterprise Manager

This section describes how to manage tagging with Oracle Enterprise Manager.

* Adding a Tag in Oracle ACFS

* Removing a Tag in Oracle ACFS

e Searching for Tags in Oracle ACFS

For more information about Oracle ACFS tagging, refer to "Oracle ACFS Tagging".

Adding a Tag in Oracle ACFS

You can add tags to directories and files that reside in a single Oracle ACFS file system or
across multiple Oracle ACFS file systems. With the tag names, you can organize your files or
perform operations, such as search and replication.

To add tags for specific files or directories from the ASM Cluster File System Page, follow
these steps:
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From the Oracle ASM home page, select the ASM Cluster File System tab to
display the mount points in the cluster file system.

Select the file or directory you want to tag and select Add Tag from the Actions
menu, then click Go.

Enterprise Manager displays the Add Tag page.

Add a Tag Name (or a comma-delimited list of names) in the Tag Name box.
Optionally, you can turn on the option that enables you to add tags recursively to
subdirectories and files.

In the Directories and Files section, enter either the directory paths directly as a
comma-delimited list in the Enter Directory box, or search for directory paths with
the ASM Cluster File System by selecting Search Directory. You can add a
directory path by clicking Add.

Click OK to add tags.

Removing a Tag in Oracle ACFS

You can remove tags for specific files or directories in an Oracle ACFS file system.
Optionally, you can recursively apply the remove operation to all subdirectories and
files.

To remove tags, follow these steps:

1.

From the Oracle ASM home page, select the ASM Cluster File System tab to
display the mount points in the cluster file system.

Select the file or directory from which you want to remove tags and select Remove
Tag from the Actions menu, then click Go.

Enterprise Manager displays the Remove Tag page.

In the Tag Name box, enter the name of the tag you want to remove or specify a
comma-delimited list of tag names to remove. Optionally, you can remove tags
recursively from all directories and files that exist in the specified directory paths
by turning on the option.

In the Directories and Files section, select Enter Directory to enter the directory
paths directly as a comma-delimited list, or select Search Directory to search for
directory paths within an Oracle ACFS file system. To add directory paths
repeatedly from different Oracle ACFS file systems, choose the file system and
click Add.

Click OK to remove tags.

Searching for Tags in Oracle ACFS

You can search for tags from selected files and directories in an Oracle ACFS file
system. Optionally, you can recursively apply this operation to all subdirectories and
files. To search for tags for specific files or directories in an Oracle ACFS file system,
follow these steps:

ORACLE

1.

From the Oracle ASM home page, select the ASM Cluster File System tab to
display the mount points in the cluster file system.

From the Action menu, select Search Tags, then click Go.

Enterprise Manager displays the Search Tags page.
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In the Search Criteria section, specify a comma-delimited list of tag names in the Tag
Name box. Optionally, you can search tags recursively in all directories and files by
turning on the option.

In the Directories and Files section, select Enter Directory to enter the directory path as
a comma-delimited list, or select Search Directory to choose the Oracle ACFS file
system and click Add to add directory paths repeatedly from different Oracle ACFS file
systems.

Click Search.
The results of the search appear in the Search Results table.

Click Return to navigate back to the Oracle ASM home page displaying the ASM Cluster
File System tab.
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Managing Oracle ACFS and Oracle ADVM
With ASMCA

Oracle ASM Configuration Assistant (ASMCA) provides utilities for managing Oracle
Advanced Cluster File System (Oracle ACFS) and Oracle ASM Dynamic Volume Manager
(Oracle ADVM).

Oracle ASM Configuration Assistant (ASMCA) supports installing and configuring Oracle
ASM instances, Oracle ASM disk groups, Oracle ASM Dynamic Volume Manager (Oracle
ADVM) volumes, and Oracle Advanced Cluster File System (Oracle ACFS) file systems. In
addition, you can use the ASMCA command-line interface.

This chapter discusses the following topics:

*  ASMCA GUI Tool for Managing Oracle ACFS and Oracle ADVM
*  ASMCA Command-Line Interface for Managing Oracle ACFS and Oracle ADVM

¢ See Also:

e Oracle Automatic Storage Management Administrator's Guide for information
about managing Oracle ASM instances and disk groups with ASMCA

# Note:

Some ASMCA functionality and menu options are only available in specific
environments, such as an Oracle RAC configuration. For details about a specific
ASMCA page, access the online help provided with the Help button.

ASMCA GUI Tool for Managing Oracle ACFS and Oracle ADVM

This section contains the following topics:

* Managing Oracle ADVM Volumes with ASMCA

* Managing Oracle ACFS File Systems with ASMCA

* Managing Security and Encryption for Oracle ACFS with ASMCA
e Creating an Oracle ACFS File System for Database Use
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Managing Oracle ADVM Volumes with ASMCA

< Note:

When creating an Oracle ADVM volume for an Oracle ACFS file system that
is intended to store database files, use the ASMCMD volcreate command
or the SQL ALTER DISKGROUP ADD VOLUME SQL statement rather than the
ASMCA tool to ensure that the column striping is set to 1.

Oracle ASM Configuration Assistant enables you to create or configure an Oracle
ADVM volume.

Right click a selected volume in the Oracle ASM Configuration Assistant screen to
display the configuration options menu.

The menu includes options to:

* Enable disabled volumes and disable enabled volumes

*  View status details

* Resize volumes that have not been mounted on an Oracle ACFS file system
* Delete volumes

There are options for creating a volume, enabling all volumes, and disabling all
volumes.

Click Create to display the dialog for creating a volume. You must provide a unique
volume name for the existing Oracle ASM disk group that you select from the list of
disk groups. You must also specify the size for the volume. You can optionally choose
to display advanced options for creating a volume which enables you to specify the
redundancy level and striping characteristics.

The compatibility parameters COMPATIBLE.ASM and COMPATIBLE.ADVM must be set to
11.2 or higher for the disk group to contain an Oracle ADVM volume. To use Oracle
ACEFS encryption, replication, security, or tagging, the disk group on which the volume
is created for the file system must have compatibility attributes for ASM and ADVM set to
11.2.0.2 or higher.

Before creating an Oracle ADVM volume on AlX, ensure that the necessary user
authorizations have been created.
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¢ See Also:

« volcreate for information about the advanced options when creating a volume

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility attribute
settings

¢ Oracle ACFS Command-Line Tools for the AIX Environment for information
about creating an Oracle ADVM volume on the AIX operating system

e Managing Oracle ADVM with ASMCMD for information about creating a volume
with the ASMCMD volcreate command

e Introducing Oracle ACFS and Oracle ADVM for an overview of Oracle ACFS

e Oracle Automatic Storage Management Administrator's Guide for information
about the ALTER DISKGROUP ADD VOLUME SQL statement to administer volumes

Managing Oracle ACFS File Systems with ASMCA

ORACLE

Oracle ASM Configuration Assistant enables you to create or configure an Oracle ACFS file
system.

To configure an existing file system, right click a selected file system in the Oracle ASM
Configuration Assistant screen to display the configuration options menu.

The menu includes options to:

* View status details

*  Mount and dismount the file system

* Resize the file system

* Delete the file system

» Display or execute the security commands
» Create or delete snapshots

Some commands require root privileges, such as mounting a file system. ASMCA generates
the command for you to run manually as root.

There are buttons for Create, Mount All, Dismount All, and Security and Encryption
commands.

Oracle ASM Configuration Assistant enables you to create an Oracle ACFS file system.

Select Create, then select the type of Oracle ACFS file system you want to create and an
existing Oracle ADVM volume from the lists. Specify the mount point field; the mount point
must be an existing directory. The file system must be mounted to make it available. You can
choose to enable the Auto Mount option. You can also provide a description of the file
system in the Description field.

The mount command must be manually run as root at an operating system prompt.

You can choose to create an Oracle ACFS file system for an Oracle Database.
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¢ See Also:

e mount for information about mounting an Oracle ACFS file system on
Linux

e Creating an Oracle ACFS File System for Database Use for more
information about creating a file system for a database home

e Introducing Oracle ACFS and Oracle ADVM for additional information
about Oracle ACFS

* Basic Steps to Manage Oracle ACFS Systems for a summary of the
basic steps for creating an Oracle ACFS file system

Managing Security and Encryption for Oracle ACFS with ASMCA

Oracle ASM Configuration Assistant enables you to configure security and encryption
for an Oracle ACFS file system.

You must initialize the security system as the first step in configuring security for an
Oracle ACFS file system. You must also initialize the encryption system as the first
step in encrypting an Oracle ACFS file system. You do not have to use both Oracle
ACFS security and encryption on the same file system. If you decide to use both
security and encryption, then encryption must be initialized and set before enabling
encryption on a security realm.

In the dialog that displays, enter the information to specify the security administrator
and the operating system group of the security administrator. You can choose to create
a password protected wallet. After you complete the entry fields in the dialog, click
Show Command to display the commands you must run as a root or Administrator
user at an operating system prompt. For example:

# /sbin/acfsutil sec init -u grid -g asmadmin
# /sbin/acfsutil encr init

After security has been initialized, you can use the menu options to manage security
and encryption for an Oracle ACFS file system.

The menu includes options to:

»  Set encryption
» Enable and disable encryption
* Prepare and enable security

» Enable and disable security
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¢ See Also:

» acfsutil encr init for information about the acfsutil encr init command
e Oracle ACFS Encryption for information about Oracle ACFS encryption

e Encrypting Oracle ACFS File Systems using OCR as Encryption Key Store for
a summary of the basic steps for setting up encryption on an Oracle ACFS file
system

*  Oracle ACFS Command-Line Utilities for information about the acfsutil encr
command

Creating an Oracle ACFS File System for Database Use

To create an Oracle ACFS file system for database use, you can select the Create ACFS for
Database Use from the disk group configuration options menu to display the dialog entry
box.

ORACLE

# Note:

When creating an Oracle ADVM volume for an Oracle ACFS file system that is
intended to store database files, use the ASMCMD volcreate command or the
SQL ALTER DISKGROUP ADD VOLUME SQL statement rather than the ASMCA tool to
ensure that the column striping is set to 1.

In this dialog, you must enter:

Volume Name
This is the name of the Oracle ADVM volume you want to create.
Mount Point

This is the mount point for the file system where you want to install the database home.
The file system that contains the database home should not be located under the Oracle
Grid Infrastructure base (ORACLE BASE for grid) directory.

Size in gigabytes (GB)
The default is 7 GB and the minimum recommended size.
Owner Name

This is the operating system name of the user that installs the database and owns the
software in the database home.

Owner Group

This is the operating system group of the owner of the database home.

The mount point must be an existing directory. The file system must be mounted to make it
available.
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Select Automatically run configuration commands to run ASMCA configuration
commands automatically. To use this option, you must provide the root credentials on
the ASMCA Settings page.

The mount command may also be run manually as root at an operating system
prompt.

# See Also:

* volcreate for information about the volcreate command

e Overview of Oracle ASM Dynamic Volume Manager for information
about Oracle ADVM volumes

* About Oracle ACFS and Oracle Database Homes for information about
mount points and database homes

e mount for information about mounting an Oracle ACFS file system on
Linux

e About the Oracle ACFS Mount Registry for information on the mount
registry

e Oracle Automatic Storage Management Administrator's Guide for
information about the ALTER DISKGROUP ADD VOLUME SQL statement to
administer volumes

ASMCA Command-Line Interface for Managing Oracle
ACFS and Oracle ADVM

The ASMCA command-line interface provides non-GUI support for configuring Oracle
ASM disk groups, volumes, and Oracle ACFS.

e ASMCA Commands for Oracle ACFS and Oracle ADVM

¢ See Also:

*  Oracle Automatic Storage Management Administrator's Guide for
general information about running the ASMCA command-line interface
and about options that are common to multiple commands

ASMCA Commands for Oracle ACFS and Oracle ADVM

This section describes the commands that can be run with ASMCA command-line to
manage Oracle ACFS objects.

» Create an Oracle ACFS Snapshot
* Delete an Oracle ACFS Snapshot
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e Create a Volume

» Create an Oracle ACFS File System

Create an Oracle ACFS Snapshot

—createACFSSnapshot creates an Oracle Advanced Cluster File System (Oracle ACFS)
shapshot.

Syntax

asmca -silent
-createACFSSnapshot
(-acfsMountPoint mount path )
snapshotName snapshot name )
snapshotMode { rlw } ]
-parentSnapshotName parent snapshot name ]

(
(
(
Table 4-1 contains the options available with the —createACFSSnapshot command.

Table 4-1 Options for the -create ACFSSnapshot command
]

Option Description

-acfsMountPoint mount path Specifies an existing path to be used as the mount point.
This is required in an Oracle RAC environment.

-snapshotName anapshot name Specifies the name of the Oracle ACFS snapshot.

-snapshotMode r|w Specifies the mode of the Oracle ACFS shapshot, either

read-only (r) or read-write (w).

-parentSnapshotName Specifies the name of the Oracle ACFS parent snapshot.
parent snapshot name

Delete an Oracle ACFS Snapshot

ORACLE

—deleteACFSSnapshot deletes an existing Oracle Advanced Cluster File System (Oracle
ACFS) snapshot.

Syntax

asmca -silent
-deleteACFSSnapshot
(-acfsMountPoint mount path )
(-snapshotName snapshot name )

Table 4-2 contains the options available with the —deleteACFSSnapshot command.

Table 4-2 Options for the -deleteACFSSnapshot command

L _______________________________________________________________________|
Option Description

-acfsMountPoint mount path Specifies an existing path to be used as the mount point.
This is required in an Oracle RAC environment.

-snapshotName anapshot name Specifies the name of the Oracle ACFS snapshot.
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Create a Volume

-createVolume creates Oracle ADVM volumes.

Syntax

asmca -silent
-createVolume
{ -volumeName volume name
-volumeDiskGroup diskgroup
-volumeSizeGB size GB
[ -volumeRedundancy { INHERIT | HIGH | NORMAL | EXTERNAL } ] ... }
[-sysAsmPassword sysasm password ]

Table 4-3 contains the options available with the -createvolume command.

Table 4-3 Options for the -createVolume command
|

Option Description
-volumeName volume name Specifies the name of the volume to create.
-volumeDiskGroup diskgroup Specifies the name of the disk group where you want

to create the volume.
-volumeSizeGB size GB Specifies the size of the volume in Gigabytes.

-volumeRedundancy { INHERIT | HIGH Specifies the redundancy setting for the volume.
| NORMAL | EXTERNAL }

Examples
To create an Oracle ADVM volume:
Example 4-1 Using asmca -silent -createVolume

$ asmca -silent
-createVolume
-volumeName volumel
-volumeDiskGroup mynewdg
-volumeSizeGB 1

Volume volumel created successfully.

Create an Oracle ACFS File System

-createACFS creates an Oracle Advanced Cluster File System (Oracle ACFS).

This command does not mount the Oracle ACFS file system. For information about
mounting an Oracle ACFS file system, refer to mount for Linux environments.

Syntax

asmca -silent
-createACFS
{ -acfsVolumeDevice volume device }
{ -—acfsMountPoint mount path }
[-acfsUserName acfs username ]
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[-acfsUserGroup acfs usergroup ]

[-sysAsmPassword sysasm password ]

Table 4-4 contains the options available with the -createACFS command.

Table 4-4 Options for the -createACFS command

Option

Description

-acfsVolumeDevice volume device

-acfsMountPoint mount path

-acfsUserName acfs username

-acfsUserGroup acfs usergroup

Specifies the name of the Oracle ADVM volume device.

Specifies an existing path to be used as the mount point.
This is required in an Oracle RAC environment.

Specifies the Oracle ACFS user name.

Specifies the Oracle ACFS group name.

Examples

To create an Oracle ACFS file system:

Example 4-2 Using asmca -silent -createACFS

$ asmca -silent
-createACFS

-acfsVolumeDevice /dev/asm/volumel-457
-acfsMountPoint /acfsmounts/acfsl
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Managing Oracle ADVM with ASMCMD

Oracle ASM Command-Line Utility (ASMCMD) provides commands for managing Oracle
ADVM volumes.

You can run the ASMCMD utility in either interactive or noninteractive mode.

This chapter describes the Oracle Automatic Storage Management (Oracle ASM) Command-
Line Utility (ASMCMD) volume management commands.

«  ASMCMD Volume Management Commands

# See Also:

e Overview of Oracle ASM Dynamic Volume Manager for information about
Oracle ASM Dynamic Volume Manager (Oracle ADVM)

e Oracle Automatic Storage Management Administrator's Guide for information
about the ALTER DISKGROUP ADD VOLUME SQL statement to administer volumes

e Oracle Automatic Storage Management Administrator's Guide for general
information about running ASMCA command-line interface

ASMCMD Volume Management Commands

This topic provides a summary of the Oracle ADVM volume management commands.

Table 5-1 lists the Oracle ADVM volume management commands with brief descriptions. To
successfully run these commands, the local Oracle ASM instance must be running and the
disk group required by this command must have been created and mounted in the Oracle
ASM instance.

Table 5-1 Summary of ASMCMD volume management commands

Command Description

volcreate Creates an Oracle ADVM volume in the specified disk group.
voldelete Deletes an Oracle ADVM volume.

voldisable Disables Oracle ADVM volumes in mounted disk groups.
volenable Enables Oracle ADVM volumes in mounted disk groups.

volinfo Displays information about Oracle ADVM volumes.

volresize Resizes an Oracle ADVM volume.

volset Sets attributes of an Oracle ADVM volume in mounted disk groups.
volstat Reports volume 1/O statistics.

ORACLE
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volcreate

Purpose

Creates an Oracle ADVM volume in the specified disk group.

Syntax and Description

volcreate -G diskgroup -s size

[ --column number ] [ --width stripe width ]
[--redundancy {high|mirror|unprotected}]
volume

Table 5-2 describes the options for the volcreate command.

Table 5-2 Options for the volcreate command

Option Description
-G diskgroup Name of the disk group containing the volume.
-s size Size of the volume to be created in units of K, M, G, or T.

The value must be a positive integer. The unit designation
must be appended to the number specified. A space is not
allowed between the number and the unit designation. For
example: 200M or 20G

--column number Number of columns in a stripe set. Values range from 1 to
8. The default value is 8.

--width stripe Stripe width of a volume in units of XK or M. The value can
range from 4 KB to 1 MB, at power-of-two intervals. The
default is 1M.

--redundancy {highjmirrozr| Redundancy of the Oracle ADVM volume which can be

unprotected} only specified for normal redundancy disk groups. If

redundancy is not specified, the setting defaults to the
redundancy level of the disk group and this is the
recommended setting. The range of values is as follows:
unprotected for non-mirrored redundancy, mirror for
double-mirrored redundancy, or high for triple-mirrored
redundancy.

volume Name of the volume. Only alphanumeric characters and
underscores are allowed. Hyphens are not allowed. The
first character must be alphabetic.

WARNING:

Specifying --redundancy unprotected means that Oracle ASM mirroring is
not available for data recovery with the Oracle ADVM volume. The
redundancy setting (normal) of the disk group does not provide mirroring for
an unprotected Oracle ADVM volume. The unprotected configuration is not
recommended for production environments as intermittent storage access
failures can result in the loss of data. Backups are strongly recommended.
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When creating an Oracle ADVM volume, a volume device name is created with a unique
Oracle ADVM persistent disk group number that is concatenated to the end of the volume
name. The unique number can be one to three digits.

On Linux, the volume device name is in the format volume name-nnn, such as volumel-123.

On Linux platforms, the volume name must be less than or equal to eleven alphanumeric
characters, starting with an alphabetic character. On AlX platforms, the volume name must
be less than or equal to twenty three alphanumeric characters, starting with an alphabetic
character. On Solaris platforms, the volume name must be less than or equal to thirty
alphanumeric characters, starting with an alphabetic character.

You can determine the volume device name with the volinfo command.

If the --column option is set to 1, then striping is disabled and the stripe width equals the
default volume extent size (64 MB). Setting the --column option to 8 (the default) is
recommended to achieve optimal performance with database data files and other files.

A successful volume creation automatically enables the volume device.

The volume device file functions as any other disk or logical volume to mount file systems or
for applications to use directly.

When creating an accelerator volume, create the volume on a disk group with storage that is
significantly faster than the primary volume's storage.

Before creating an Oracle ADVM volume on AlX, ensure that the necessary user
authorizations have been created.

Examples

The following is an example of the volcreate command that creates volumel in the data disk
group with the size set to 10 gigabytes.

Example 5-1 Using the ASMCMD volcreate command

ASMCMD [+] > volcreate -G data -s 10G --width 1M --column 8 volumel

ASMCMD [+] > volinfo -G data volumel
Diskgroup Name: DATA

Volume Name: VOLUMEL

Volume Device: /dev/asm/volumel-123
State: ENABLED

Size (MB): 10240

Resize Unit (MB): 64

Redundancy: MIRROR

Stripe Columns: 8

Stripe Width (K): 1024

Usage:

Mountpath:
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¢ See Also:

e Creating an Oracle ACFS File System for information on mounting the
volume device file

« volinfo for information about the volinfo command.
* Limits of Oracle ADVM for information about Oracle ADVM limits
* mkfs for information about the accelerator volume

*  Oracle ACFS Command-Line Tools for the AIX Environment for
information about user authorizations on AIX

e Oracle Automatic Storage Management Administrator's Guide for
information about mirroring, redundancy, and failure groups

Purpose

Deletes an Oracle ADVM volume.

Syntax and Description

voldelete -G diskgroup volume

Table 5-3 describes the options for the voldelete command.

Table 5-3 Options for the voldelete command
|

Option Description
-G diskgroup Name of the disk group containing the volume.
volume Name of the volume.

To successfully run this command, the local Oracle ASM instance must be running and
the disk group required by this command must be mounted in the Oracle ASM
instance. Before deleting a volume, you must ensure that there are no active file
systems associated with the volume.

Examples

The following is an example of the voldelete command that deletes volumel from the
data disk group.

Example 5-2 Using the ASMCMD voldelete command

ASMCMD [+] > voldelete -G data volumel
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Purpose

Disables Oracle ADVM volumes in mounted disk groups and removes the volume device on
the local node.

Syntax and Description

voldisable { --all |{ -G diskgroup { -a | volume } } }

Table 5-4 describes the options for the voldisable command.

Table 5-4 Options for the voldisable command
]

Option Description

--all Specifies all volumes within all disk groups.

-G diskgroup Name of the disk group containing the volume.

-a Specifies all volumes within the specified disk group.
volume Name of the volume.

You can disable volumes before shutting down an Oracle ASM instance or dismounting a disk
group to verify that the operations can be accomplished normally without including a force
option due to open volume files. Disabling a volume also prevents any subsequent opens on
the volume or device file because it no longer exists.

Before disabling a volume, you must ensure that there are no active file systems associated
with the volume. You must first dismount the Oracle ACFS file system before disabling the
volume. Refer to Deregistering, Dismounting, and Disabling Volumes and Oracle ACFS File
Systems.

You can delete a volume without first disabling the volume.

Examples

The following is an example of the voldisable command that disables volumel in the data
disk group.

Example 5-3 Using the ASMCMD voldisable command

ASMCMD [+] > voldisable -G data volumel

Purpose

Enables Oracle ADVM volumes in mounted disk groups.

Syntax and Description

volenable { =--all |{ -G diskgroup { -a | volume } } }

Table 5-5 describes the options for the volenable command.
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Table 5-5 Options for the volenable command

Option Description

--all Specifies all volumes within all disk groups.

-G diskgroup Name of the disk group containing the volume.

-a Specifies all volumes within the specified disk group.
volume Name of the volume.

A volume is enabled when it is created.

Examples

The following is an example of the volenable command that enables volumel in the
data disk group.

Example 5-4 Using the ASMCMD volenable command

ASMCMD [+] > volenable -G data volumel

Purpose
Displays information about Oracle ADVM volumes.

Syntax and Description

volinfo { =--all |{ -G diskgroup { -a | volume } } }
volinfo {--show diskgroup |--show volume} volumedevice

Table 5-6 describes the options for the volinfo command.

Table 5-6 Options for the volinfo command

Option Description
--all Specifies all volumes within all disk groups.
-G diskgroup Name of the disk group containing the volume.
-a Specifies all volumes within the specified disk group.
volume Name of the volume.
--show_diskgroup Returns only the disk group name. A volume device name
is required.
--show_volume Returns only the volume name. A volume device name is
required.
volumedevice Name of the volume device.
Examples

The first example displays information about the volumel volume in the data disk
group. This example was produced in a Linux environment.
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The Mountpath field contains the path where the volume is currently mounted or where the
volume was last mounted.

Example 5-5 Using the ASMCMD volinfo command

ASMCMD [+] > volinfo -G data volumel
Diskgroup Name: DATA
Volume Name: VOLUMEL
Volume Device: /dev/asm/volumel-123
State: ENABLED
Size (MB): 10240
Resize Unit (MB): 64
Redundancy: MIRROR
Stripe Columns: 8
Stripe Width (K): 1024
Usage: ACFS
Mountpath: /acfsmounts/acfsl

Purpose

Resizes an Oracle ADVM volume.

Syntax and Description

volresize -G diskgroup -s size [ -f ] volume

Table 5-7 describes the options for the volresize command.

Table 5-7 Options for the volresize command
]

Option Description

-G diskgroup Name of the disk group containing the volume.

-f Forces the shrinking of a volume that is not an Oracle ACFS volume and
suppresses any warning message.

volume Name of the volume.

-s size New size of the volume in units of K, M, G, or T.

If the volume is mounted on a non-Oracle ACFS file system, then dismount the file system
first before resizing. If the new size is smaller than current, you are warned of possible data
corruption. Unless the -£ (force) option is specified, you are prompted whether to continue
with the operation.

If there is an Oracle ACFS file system on the volume, then you cannot resize the volume with
the volresize command. You must use the acfsutil size command, which also resizes the
volume and file system. For information, see "acfsutil size".

Examples

The following is an example of the volresize command that resizes volumel in the data disk
group to 20 gigabytes.

Example 5-6 Using the ASMCMD volresize command

ASMCMD [+] > volresize -G data -s 20G volumel
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Purpose

Sets attributes of an Oracle ADVM volume in mounted disk groups.

Syntax and Description

volset -G diskgroup [ --usagestring stringl]
[--mountpath mount path ]
volume

Table 5-8 describes the options for the volset command.

Table 5-8 Options for the volset command

Option Description
-G diskgroup Name of the disk group containing the volume.
--usagestring string Optional usage string to tag a volume which can be up to

30 characters. This string is set to ACFS when the volume
is attached to an Oracle ACFS file system and should not
be changed.

--mountpath mount path Optional string to tag a volume with its mount path string
which can be up to 1024 characters. This string is set
when the file system is mounted and should not be
changed.

volume Name of the volume.

When running the mkfs command to create a file system, the usage field is set to ACFS
and mountpath field is reset to an empty string if it has been set. The usage field
should remain at ACFS.

When running the mount command to mount a file system, the mountpath field is set to
the mount path value to identify the mount point for the file system. After the value is
set by the mount command, the mountpath field should not be updated.

Examples

The following is an example of a volset command that sets the usage string for a
volume that is not associated with a file system.

Example 5-7 Using the ASMCMD volset command

ASMCMD [+] > volset -G data --usagestring 'no file system created' volumel

Purpose

Reports 1/O statistics for Oracle ADVM volumes.

Syntax and Description

volstat [-G diskgroup] [volume]
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Table 5-9 describes the options for the volstat command.

Table 5-9 Options for the volstat command
]

Option Description
-G diskgroup Name of the mounted disk group containing the volume.
volume Name of the volume.

The following apply when using the volstat command.

* If the disk group is not specified and the volume name is specified, all mounted disk
groups are searched for the specified volume name.

» If the disk group name is specified and the volume name is omitted, all volumes are
displayed for the named disk group.

e If both the disk group name and the volume name are omitted, all volumes on all disk
groups are displayed.

Examples

The following is an example of the volstat command that displays information about
volumes in the data disk group.

Example 5-8 Using the ASMCMD volstat command

ASMCMD [+] > volstat -G data
DISKGROUP NUMBER / NAME: 1 / DATA

VOLUME_NAME
READS
WRITES

VOLUME1
10085
1382

ORACLE

BYTES READ READ TIME READ ERRS
BYTES WRITTEN WRITE TIME WRITE ERRS
2290573312 22923 0
5309440 1482 0
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Managing Oracle ACFS with Command-Line

Tools

Numerous command-line tools are provided for managing Oracle ASM Cluster File System
(Oracle ACFS) and Oracle ASM Dynamic Volume Manager (Oracle ADVM).

Command-line tools for managing and implementing Oracle Advanced Cluster File System
(Oracle ACFS), include the following:

Basic Steps to Manage Oracle ACFS Systems

Oracle ACFS Command-Line Tools for Linux Environments
Oracle ACFS Command-Line Tools for the Solaris Environment
Oracle ACFS Command-Line Tools for the AIX Environment
Oracle ACFS Command-Line Tools for Tagging

Oracle ACFS Command-Line Tools for Replication

Oracle ACFS Command-Line Tools for Encryption

Oracle ACFS Command-Line Tools for Snapshots

Oracle ACFS Command-Line Tools for Compression

Oracle ACFS Command-Line Utilities

< Note:

Oracle does not recommend using identifiers for Oracle Database object names
that must be quoted. While the use of quoted identifiers may be valid as nhames in
some command-line tools or in SQL statements, the names may not be valid when
using other tools that manage the object.

¢ See Also:

e About Using Oracle ACFS Command-Line Tools for information about running
Oracle ACFS acfsutil commands

e Oracle Database SQL Language Reference for more information about haming

Oracle Database objects

Basic Steps to Manage Oracle ACFS Systems

This topic provides an overview of the basic steps when managing Oracle ACFS file systems
using command-line utilities.

ORACLE
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The examples in this section show operating system commands that are run in a Linux
environment system. ASMCMD commands manage the Oracle ADVM volumes, but
you can also use SQL*PLus and Oracle ASM Configuration Assistant (ASMCA) to
manage volumes.

This section contains these topics:

e About Using Oracle ACFS Command-Line Tools

e Creating an Oracle ACFS File System

e Accessing an Oracle ACFS File System on a Different Node in the Cluster
e Managing Oracle ACFS Snapshots

e Encrypting Oracle ACFS File Systems using OCR as Encryption Key Store
e Tagging Oracle ACFS File Systems

e Replicating Oracle ACFS File Systems

e Deregistering, Dismounting, and Disabling Volumes and Oracle ACFS File
Systems

e Removing an Oracle ACFS File System and a Volume

About Using Oracle ACFS Command-Line Tools

ORACLE

This topic provides an overview of the use of Oracle ACFS acfsutil commands.
The discussions include:

*  Privileges to Run Oracle ACFS acfsutil Commands

» Displaying Help for Oracle ACFS acfsutil Commands

o Displaying Oracle ACFS Version Information

* Managing Trace File Space for acfsutil Commands

Privileges to Run Oracle ACFS acfsutil Commands

To run many Oracle ACFS acfsutil commands, you must be a system administrator
or an Oracle ASM administrator user that has been enabled to run the commands.
These privileges are described as follows:

*  For system administrator privileges, you must be the root user.

* For Oracle ASM administrator user privileges, you must belong to the 0SASM group
and the oinstall group (for the OINSTALL privilege ).

Displaying Help for Oracle ACFS acfsutil Commands

You can display help and usage text for Oracle ACFS acfsutil commands with the h
option. When you include a command or a subcommand with the command, the help
and usage display is specific to the command and subcommand entered.

The following example illustrates several different ways to display help and usage text,
from the most general to more specific. This example shows the —h format to display
help on a Linux platform.
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Example 6-1 Displaying help for Oracle ACFS acfsutil commands

$ /sbin/acfsutil -h

$ /sbin/acfsutil -h compress
$ /sbin/acfsutil compress -h

$ /sbin/acfsutil -h repl info
$ /sbin/acfsutil repl info -h

$ /sbin/acfsutil -h sec admin info
$ /sbin/acfsutil sec admin info -h

Displaying Oracle ACFS Version Information
You can run acfsutil version to display the Oracle ACFS version. For example:

$ /sbin/acfsutil version
acfsutil version: 12.2.0.0.3

For more information about displaying Oracle ACFS version details, refer to acfsutil version.

Managing Trace Files for acfsutil Commands

The Automatic Diagnostic Repository (ADR) generates a separate internal file for each
acfsutil command invocation to trace the operation of the command. The space consumed
by these trace files can increase significantly, and some features, such as snapshot-based
replication, may generate a significant number of trace files.

To limit the number of trace files and the space consumed by them, you can set policy
attributes with the Automatic Diagnostic Repository Command Interpreter (ADRCI) utility to
purge trace files after a specified retention period. ADRCI considers trace files to be short-
lived files and the retention period is controlled by the setting of the SHORTP_POLICY attribute.
You can view the current retention period for these trace files with the ADRCI show control
command.

By default, the short-lived files are retained for 720 hours (30 days). The value in hours
specifies the number of hours after creation when a given file is eligible for purging. To limit
the number of these files and the space consumed by them, you can update the number of
hours set for the SHORTP_POLICY retention period, such as 240 hours (10 days).

The following steps summarize how to update the retention period for short-lived trace files.
These steps should be performed on each node where features like replication will be active.

e Start the Automatic Diagnostic Repository Command Interpreter (ADRCI) utility.
$ adrci

» Display the ADR home directory paths (ADR homes):
ADRCI> show homes

* If more than one home is shown, then set the appropriate home for the trace files you
want to administer:

ADRCI> set homepath my specified homepath
» Display the current configuration values.
ADRCI> show control

* Update a specific ADRCI configuration value. For example, set SHORTP_POLICY to 240
hours (10 days).
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In the displayed show control output, check the value of the SHORTP POLICY
attribute, which is the retention period in hours for short-lived files. If necessary,
set a new retention period for short-lived trace files with the following:

ADRCI> set control (SHORTP POLICY=240)

If you want to start an immediate purge of the trace files in the current ADR home
path, you can use the following command:

ADRCI> purge -type TRACE -age number of minutes

The value number_of_minutes controls which files are purged based on the age of the
files. Files older than the specified number of minutes are targeted for the purge
operation.

Note that automated purges of files in ADR occur on a fixed schedule that is not
affected by changes in retention period. In other words, changing the retention period
changes how soon after creation files are eligible to be purged, but does not change
when a purge occurs. To force a purge, you must request it manually, as shown above.

# See Also:

e Oracle Automatic Storage Management Administrator's Guide for
information about Oracle ASM privileges

e Oracle Database Ultilities for information about the Automatic Diagnostic
Repository Command Interpreter (ADRCI) utility

Creating an Oracle ACFS File System

ORACLE

You can create an Oracle ACFS file system using the steps in this topic.
To create and verify a file system, perform the following steps:

1. Create an Oracle ADVM volume in a mounted disk group with the ASMCMD
volcreate command.

The compatibility parameters COMPATIBLE.ASM and COMPATIBLE.ADVM must be set
to 11.2 or higher for the disk group to contain an Oracle ADVM volume. To use
Oracle ACFS encryption, replication, security, or tagging, the disk group on which
the volume is created for the file system must have compatibility attributes for AsM
and ADVM setto 11.2.0.2 or higher.

Start ASMCMD connected to the Oracle ASM instance. You must be a user in the
OSASM operating system group.

When configuring Oracle ADVM volume devices within a disk group, Oracle
recommends assigning the Oracle Grid Infrastructure user and Oracle ASM
administrator roles to users who have root privileges.

To create a volume:

ASMCMD [+] > volcreate -G data -s 10G volumel

When creating an Oracle ADVM volume, a volume device name is created that
includes a unique Oracle ADVM persistent disk group number. The volume device
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file functions in the same manner as any other disk or logical volume to mount file
systems or for applications to use directly.

The format of the volume name is platform-specific.
Determine the device name of the volume that was created.

You can determine the volume device name with the ASMCMD volinfo command or
from the VOLUME DEVICE column in the VSASM VOLUME view.

For example:

ASMCMD [+] > volinfo -G data volumel
Diskgroup Name: DATA

Volume Name: VOLUMEL
Volume Device: /dev/asm/volumel-123
State: ENABLED

SQL> SELECT volume name, volume device FROM V$ASM VOLUME
WHERE volume name ='VOLUMEIL';

VOLUME NAME VOLUME DEVICE

VOLUME 1 /dev/asm/volumel-123
Create a file system with the Oracle ACFS mkfs command.

Create a file system using an existing volume device.

For example:

$ /sbin/mkfs -t acfs /dev/asm/volumel-123

mkfs.acfs: version =19.0.0.0.0

mkfs.acfs: on-disk version = 46.0

mkfs.acfs: volume = /dev/asm/volumel-123
mkfs.acfs: volume size = 10737418240 ( 10.00 GB )

mkfs.acfs: Format complete.

The root privilege is not required to run mkfs. The ownership of the volume device file
dictates who can run this command.

Register the file system.

In an Oracle Grid Infrastructure Clusterware configuration, you can run the srvctl add
filesystem command to register and automount a file system. For example:

# srvctl add filesystem -device /dev/asm/volumel-123 -path /acfsmounts/acfsl
-user userl,user2,user3 -mtowner sysowner -mtgroup sysgrp -mtperm 755

You can also register a file system with the acfsutil registry command. For example:

$ /sbin/acfsutil registry -a /dev/asm/volumel-123 /acfsmounts/acfsl

After registering an Oracle ACFS file system in the cluster mount registry, the file system
is mounted automatically on each cluster member listed in the registry entry during the
next registry check action. This automatic process runs every 30 seconds and eliminates
the requirement to manually mount the file system on each member of the cluster.
Registering an Oracle ACFS file system also causes the file system to be mounted
automatically whenever Oracle Clusterware or the system is restarted.
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< Note:

* The srvctl add filesystem command is required when an Oracle
Database home is installed on an Oracle ACFS file system. In this
case, the file system should not be explicitly added to the registry
with the Oracle ACFS registration command (acfsutil registry).

e Oracle ACFS registration is not supported in an Oracle Restart
(standalone) configuration, which is a single-instance (non-clustered)
environment.

e The root or asmadmin privileges are required to modify the registry.

Mount or start the file system.

If you have previously registered the file system, then start the file system with
SRVCTL. For example:

$ srvctl start filesystem -device /dev/asm/volumel-123

If you have not previously registered the file system, then mount the file system
with the Oracle ACFS mount command. For example:

# /bin/mount -t acfs /dev/asm/volumel-123 /acfsmounts/acfl

After an unregistered file system has been mounted, ensure that the permissions
are set to allow access to the file system for the appropriate users. For example:

# chown -R oracle:dba /acfsmounts/acfsl

The root privilege is required to run the mount command.
Create a test file in the file system.

The user that creates the test file should be a user that is intended to access the
file system. This test ensures that the appropriate user can write to the file system.

For example:

$ echo "Oracle ACFS File System" > /acfsmounts/acfsl/myfile
List the contents of the test file that was created in the file system.
For example:

$ cat /acfsmounts/acfsl/myfile
Oracle ACFS File System
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¢ See Also:

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility attribute
settings

e mkfs (Linux environments) for information about the command to create an
Oracle ACFS file system

e Managing Oracle ADVM with ASMCMD for information about the volcreate
command and the volinfo command

e acfsutil registry for information about the acfsutil registry command to
register an Oracle ACFS file system

e About the Oracle ACFS Mount Registry for about information registering an
Oracle ACFS file system

e mount (Linux environments) for information about the command to mount an
Oracle ACFS file system

e Oracle Automatic Storage Management Administrator's Guide for information
about Oracle ASM privileges

*  Oracle Database Reference for information about the V$SASM VOLUME view

e Oracle Clusterware Administration and Deployment Guide for information about
Server Control Utility (SRVCTL) commands

Accessing an Oracle ACFS File System on a Different Node in the Cluster

ORACLE

If the node is part of a cluster, perform the following steps on node 2 to view the test file you
created on node 1.

" Note:

If the file system has been registered with the Oracle ACFS mount registry, you can
skip steps 1 to 3.

Enable the volume that was previously created and enabled on node 1.

Start ASMCMD connected to the Oracle ASM instance. You must be a user in the
OSASM operating system group.

For example:

ASMCMD [+] > volenable -G data volumel

View information about the volume that you created on node 1.
For example:

ASMCMD [+] > volinfo -G data volumel

Mount the file system using the Oracle ACFS mount command.

For example:
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# /bin/mount -t acfs /dev/asm/volumel-123 /acfsmounts/acfsl

The root privilege is required run the mount command.

After the file system has been mounted, ensure that the permissions are set to
allow access for the appropriate users.

List the contents of the test file you previously created on the file system.
For example:

$ cat /acfsmounts/acfsl/myfile
Oracle ACFS File System

The contents should match the file created previously on node 1.

¢ See Also:

e Managing Oracle ADVM with ASMCMD for information about the
volenable command

e Managing Oracle ADVM with ASMCMDfor information about the volinfo
command

e mount (Linux environments) for information about the command to
mount Oracle ACFS file systems

e Oracle Automatic Storage Management Administrator's Guide for
information about Oracle ASM privileges

Managing Oracle ACFS Snapshots

To create and verify a snapshot on node 1:

ORACLE

1.

Create snapshot of the new file system created on node 1.
For example:

$ /sbin/acfsutil snap create mysnapshot 20090725 /acfsmounts/acfsl

See "acfsutil snap create".
Update the test file in the file system so that it is different than the snapshot.
For example:

$ echo "Modifying a file in Oracle ACFS File System" > /acfsmounts/acfsl/
myfile

List the contents of the test file and the snapshot view of the test file.
For example:

$ cat /acfsmounts/acfsl/myfile
$ cat /acfsmounts/acfsl/.ACFS/snaps/mysnapshot 20090725/myfile

The contents of the test file and snapshot should be different. If node 1 is in a
cluster, then you can perform the same list operation on node 2.
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Encrypting Oracle ACFS File Systems using OCR as Encryption Key Store

ORACLE

This topic discusses basic operations to manage encryption on an Oracle ACFS file system
on Linux while using the OCR as encryption key store.

The examples in this section show a scenario in which the medical history files are encrypted
in an Oracle ACFS file system.

Because the acfsutil encr set and acfsutil encr rekey -v.commands modify the
encryption key store, you should back up the Oracle Cluster Registry (OCR) after running
these commands to ensure there is an OCR backup that contains all of the volume
encryption keys (VEKS) for the file system.

The disk group on which the volume is created for the file system has compatibility attributes
for ASM and ADVM setto 11.2.0.3 or higher.

For the examples in this section, various operating system users, operating system groups,
and directories must exist.

The basic steps to manage encryption are:

1. Initialize encryption.

Run the acfsutil encr init command to initialize encryption and create an encryption
key store within the OCR. This command must be run one time for each cluster on which
encryption is set up.

For example, the following command initializes encryption for a cluster.

# /sbin/acfsutil encr init

This command must be run before any other encryption command and requires root or
administrator privileges to run.

2. Set encryption parameters.

Run the acfsutil encr set command to set the encryption parameters for the entire
Oracle ACFS file system.

For example, the following command sets the AES encryption algorithm and a file key
length of 128 for a file system mounted on the /acfsmounts/acfs1 directory.

# /sbin/acfsutil encr set -a AES -k 128 -m /acfsmounts/acfsl/
The acfsutil encr set command also transparently generates a volume encryption key

which is stored in the OCR encryption key store that was previously configured with the
acfsutil encr init command.

This command requires root or administrator privileges to run.
3. Enable encryption.
Run the acfsutil encr on command to enable encryption for directories and files.

For example, the following command enables encryption recursively on all files in the /
acfsmounts/acfsl/medicalrecords directory.

# /sbin/acfsutil encr on -r /acfsmounts/acfsl/medicalrecords
-m /acfsmounts/acfsl/
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For users that have appropriate permissions to access files in the /acfsmounts/
acfsl/medicalrecords directory, they can still read the decrypted files.

This command can be run by an administrator or the file owner.
4. Display encryption information.

Run the acfsutil encr info command to display encryption information for
directories and files.

# /sbin/acfsutil encr info -m /acfsmounts/acfsl/
-r /acfsmounts/acfsl/medicalrecords

This command can be run by an administrator or the file owner.

Auditing and diagnostic data for Oracle ACFS encryption is saved to log files. .

¢ See Also:

e Oracle ACFS Encryption for more information about Oracle ACFS
encryption, including log files

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility
attribute settings

e acfsutil encr init for information about initializing encryption
e acfsutil encr set for information about setting encryption parameters
e acfsutil encr on for information about enabling encryption

e acfsutil encr info for information displaying encryption information

Encrypting Oracle ACFS File Systems using Oracle Key Vault as
Encryption Key Store

ORACLE

This topic discusses basic operations to manage encryption on an Oracle ACFS file
system on Linux while using the Oracle Key Vault as encryption key store.

The examples in this section show a scenario in which the medical history files are
encrypted in an Oracle ACFS file system. The steps in this section assume Oracle
ACEFS security is not configured for the file system; however, you can use both Oracle
ACEFS security and encryption on the same file system. If you decide to use both
security and encryption, then both encryption and security must be initialized for the
cluster containing the file system. After security is initialized on the file system, then an
Oracle ACFS security administrator runs acfsutil sec commands to provide
encryption for the file system.

The disk group on which the volume is created for the file system has compatibility
attributes for AsM and ADVM set to 11.2.0.3 or higher.

For the examples in this section, various operating system users, operating system
groups, and directories must exist.

The basic steps to manage encryption are:
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1. Initialize encryption.

Run the acfsutil encr init -o command to initialize encryption and create an autologin
wallet for the Oracle Key Vault. This command must be run one time for each cluster on
which encryption is set up.

For example, the following command initializes encryption for a cluster.

# /sbin/acfsutil encr init -o

If the Oracle Kev Vault endpoint requires a password for login, the command will prompt
for the password and save it within the Oracle Key Vault autologin wallet. The saved

password will be used by ACFS to autologin to the Oracle Key Vault. Note that all Oracle
Key Vault endpoints within the cluster must have the same endpoint password.

This command must be run before any other encryption command and requires root or
administrator privileges to run.

2. Set encryption parameters.

Run the acfsutil encr set command to set the encryption parameters for the entire
Oracle ACFS file system.

For example, the following command sets the AES encryption algorithm and a file key
length of 128 for a file system mounted on the /acfsmounts/acfsl directory.

# /sbin/acfsutil encr set -a AES -k 128 -m /acfsmounts/acfsl/
The acfsutil encr set command also transparently generates a volume encryption key

which is stored in the Oracle Key Vault that was previously configured with the acfsutil
encr init -o command.

This command requires root or administrator privileges to run.
3. Enable encryption.
Run the acfsutil encr on command to enable encryption for directories and files.

For example, the following command enables encryption recursively on all files in the /
acfsmounts/acfsl/medicalrecords directory.

# /sbin/acfsutil encr on -r /acfsmounts/acfsl/medicalrecords
-m /acfsmounts/acfsl/

For users that have appropriate permissions to access files in the /acfsmounts/acfsl/
medicalrecords directory, they can still read the decrypted files.
This command can be run by an administrator or the file owner.

4. Display encryption information.

Run the acfsutil encr info command to display encryption information for directories
and files.

# /sbin/acfsutil encr info -m /acfsmounts/acfsl/
-r /acfsmounts/acfsl/medicalrecords

This command can be run by an administrator or the file owner.

Auditing and diagnostic data for Oracle ACFS encryption is saved to log files. .
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¢ See Also:

e Oracle ACFS Encryption for more information about Oracle ACFS
encryption, including log files

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility
attribute settings

e acfsutil encr init for information about initializing encryption
» acfsutil encr set for information about setting encryption parameters
» acfsutil encr on for information about enabling encryption

e acfsutil encr info for information displaying encryption information

Tagging Oracle ACFS File Systems

The operations to manage tagging on directories and files in an Oracle ACFS file
system on Linux are discussed in this topic.

ORACLE

The disk group on which the volume is created for the file system has compatibility
attributes for AsM and ADVM set to 11.2.0.3 or higher.

Oracle ACFS implements tagging with Extended Attributes. There are some
requirements when using Extended Attributes that should be reviewed.

The steps to manage tagging are:

1.

Specify tag names for directories and files.

Run the acfsutil tag set command to set tags on directories or files. You can
use these tags to specify which objects are replicated.

For example, add the comedy and drama tags to the files in the subdirectories of
the /acfsmounts/repl data/films directory.

$ /sbin/acfsutil tag set -r comedy /acfsmounts/repl data/films/comedies
$ /sbin/acfsutil tag set -r drama /acfsmounts/repl data/films/dramas

$ /sbin/acfsutil tag set -r drama /acfsmounts/repl data/films/mysteries
In this example, the drama tag is purposely used twice and that tag is changed in a
later step.

You must have system administrator privileges or be the file owner to run this
command.

Display tagging information.

Run the acfsutil tag info command to display the tag names for directories or
files in Oracle ACFS file systems. Files without tags are not be displayed.

For example, display tagging information for files in the /acfsmounts/repl data/
films directory.

$ /sbin/acfsutil tag info -r /acfsmounts/repl data/films
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Display tagging information for files with the drama tag in the /acfsmounts/repl data/
films directory.

$ /sbin/acfsutil tag info -t drama -r /acfsmounts/repl data/films

You must have system administrator privileges or be the file owner to run this command.
Remove and change tag names if necessary.

Run the acfsutil tag unset command to remove tags on directories or files. For
example, unset the drama tag on the files in the mysteries subdirectory of the /
acfsmounts/repl data/films directory to apply a different tag to the subdirectory.

$ /sbin/acfsutil tag unset -r drama /acfsmounts/repl data/films/mysteries
Add the mystery tag to the files in the mysteries subdirectory of the /acfsmounts/
repl data/films directory.

$ /sbin/acfsutil tag set -r mystery /acfsmounts/repl data/films/mysteries

You must have system administrator privileges or be the file owner to run these
commands.

¢ See Also:

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility attribute
settings

e Oracle ACFS Tagging for information about tagging an Oracle ACFS file
system, including requirements for using Extended Attributes in tagging

e acfsutil tag set for information about specifying tag names
e acfsutil tag info for information about displaying tag name and details

< acfsutil tag unset for information about changing and removing tag names

Replicating Oracle ACFS File Systems

The operations to manage Oracle ACFS snapshot-based replication on an Oracle ACFS file
system on Linux are discussed in this topic.

ORACLE

The disk groups on which volumes are created for the primary and standby file systems must
have compatibility attributes for AsM and ADVM set to 12.2 or higher. To use a snapshot as a
storage location, or to use replication role reversal, the compatibility attributes for Oracle ASM
and Oracle ADVM must be set to 18.0 or higher.

The steps to manage replication are:

1.

Determine the user to be employed for replication.

Choose or create the replication user who logs in with ssh to the standby cluster to apply
data replicated from the primary location to the standby location. This user is defined only
at the operating system (OS) level and not within Oracle. The user should belong to the
groups defined for Oracle ASM administrator access. This user is designated the
repluser.

6-13



ORACLE

Chapter 6
Basic Steps to Manage Oracle ACFS Systems

< Note:

The same user and group identities (including all uids and gids) must be
specified for the replication user on both your primary cluster and your
standby cluster.

Ensure that ssh has been configured for replication.

The use of ssh by replication involves the user identity repluser. Configuring ssh
involves the following high-level steps:

e Configuring a user key for repluser on each cluster, then ensuring that key is
authorized to log in as repluser on the other cluster.

e Ensuring that a host key for each node in each cluster is known to the user
repluser in the other cluster.

Ensure that the snapshots needed by replication can be created at all times.

At any given point, replication may need to be able to use two concurrent
snapshots of the primary location, and one snapshot of the standby location. You
can check how many snapshots are in use in the primary and standby file systems
using the acfsutil snap info command.

You can confirm how many snapshots are available in each file system (usually
1024) by looking at the flags value in the output of the acfsutil info fs
command. If the value contains the string KiloSnap, then 1024 snapshots are
available.

Ensure that there is adequate network connectivity between the primary and
standby sites. You should verify that the achievable network data transfer rate from
primary to standby is substantially larger than the rate of change of data on the
primary location.

One way to estimate network data transfer rate is to start with an observed
transfer rate, then reduce it to account for known sources of overhead. For
example, you can calculate the elapsed time needed to FTP a 1 GB file from the
primary location to the intended standby location, during a period when network
usage is low. This provides an estimate of the maximum achievable transfer rate.
This rate should be reduced to account for other demands on the network.

To estimate the average rate of change on the primary, you can use the command
acfsutil info fs with the -s option. This command should be run on each node
where the file system that contains the primary location is mounted. The command
displays the amount and rate of change to the file system on that node. To
compute the total rate of change for the file system, the rate of changed for each
node must be aggregated. A reasonable value to use for -s is 900, which would
yield a 15 minute sampling interval.

With the output from acfsutil info fs with the -s option, you can determine the
average rate of change, the peak rate of change, and how long the peaks last. A
conservative approach to using this data is to choose the peak rate of change as
the target rate that must be accommodated.

Because replication must transfer all data changed on the primary to the standby,
obviously the achievable network transfer rate must be higher, ideally significantly
higher, than the target rate of change on the primary. If this is not the case, you
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should increase network capacity before implementing replication for this primary location
and workload.

For example, assume you have a four node primary cluster and you determine that a 1
GB file can be transferred in 30 seconds, yielding a current FTP transfer rate of 33 MB
per second. An estimate of the current replication transfer rate would be approximately
20 MB per second, calculated as follows:

33 MB/sec * (1 - 0.2 - (4 * 0.05)) =33 * 0.6 = ~20 MB/sec

Also, you find that the average rate of change to the primary is 8 GB per hour, with a
peak rate of 25 GB per hour. Using the peak rate, you can calculate a target rate of
change of approximately 7 MB per second as follows:

(25 GB/hour * 1024) / 3600 = ~7 MB/sec

In the scenario that was discussed in this step, you can reasonably expect the network to
be able to handle the additional workload from replication.

Ensure that there is adequate storage capacity on the primary and standby sites.

Estimate the storage capacity needed for replication on the sites hosting the primary and
standby locations. In the general case, the primary site must store two snapshots of the
primary location on an ongoing basis and the standby site must store a single snapshot
of the standby location. The space occupied by these snapshots mostly consists of user
data or metadata preserved in the snapshot, that has since been modified which triggers
a new copy of the data to be created.

The space occupied by replication-related snapshots can be directly viewed using the
command acfsutil snap info. On the primary, check for snapshots with the names
starting with the string REPL. On the standby, look for snapshots for names starting with
SDBACKUP.

If you use interval-based replication, the -1 option to acfsutil repl init primary, and if
the replication operations are successfully completing within the specified interval, then
the size of replication-related snapshots is related to the rate of change of the primary
and the length of the interval. For example, with an average rate of change of 8 GB per
hour and a two hour replication interval, you would expect that snapshot storage usage is
in the range of 16 GB per snapshot.

Snapshot size does vary with the rate of change of the primary. Another factor is that
snhapshot size depends in part on the number of files in the file system, as well as the rate
of change. Potentially more importantly, if you use constant mode replication, the -c
option to acfsutil repl init primary, or if replication operations are not completing
successfully in the interval given with interval—based replication because the interval is
too small, the size of replication-related snapshots is difficult to predict in advance. In
these cases, observe the size of the snapshots being generated over time and adjust the
file system size as needed with the acfsutil size command to accommodate normal
storage needs in addition in the presence of the snapshots. When collecting this
information, a good starting point is to accommodate space for the snapshots to contain
the data that is multiple times larger than the collection period, at the average rate of
change of the primary.

While collecting this information, choose a conservative starting point for the amount of
space to allow for replication snapshots. For example, you can compute the space
needed to store changes to the file system over the collection period as described
previously, then you can allocate several times that space for future snapshots.

Optionally set tags on directories and files to replicate only selected files in an Oracle
ACFS primary location. You can also add tags to files after replication has started.
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Configure the site hosting the standby location.

Before replicating an Oracle ACFS a primary storage location, configure the site
hosting the standby location by performing the following:

To use the file system as a standby location, create a new standby file system
of adequate size to hold the files replicated from the primary location, as well
as a single replication snapshot, and mount the file system. For example:

/standby/repl data

To use a snapshot of an existing file system as a standby location, create a
new read-write snapshot, and ensure that the file system is of adequate size to
hold the files replicated from the primary location, as well as a single
replication snapshot.

For either kind of standby location, run the acfsutil repl init standby
command on the site hosting the standby location. For example:

$ /sbin/acfsutil repl init standby -u repluser /standby/repl data

" Note:

If the acfsutil repl init standby command is interrupted for any
reason, the user must re-create the file system or snapshot used for
the location, re-mount the file system if needed, and re-run the
command.

This command requires the name of the replication user and the standby
location. The specified user is the user under which ssh, invoked from the
primary cluster, logs in to the standby cluster to apply changes. This user is
specified with the -u option. For example: -u repluser.

If the standby location is a file system, it is named with its mount point. For
example: /standby/repl data.

If the standby location is a read-write snapshot, it is named with the snapshot
name and the mount point of the containing file system, with the two separated
by the @ character. For example: drsnap1101@/standby/repl data.

In addition, for either kind of standby location, if the standby cluster contains
multiple nodes, then specify a VIP, such as the SCAN VIP, as the network
endpoint that replication uses on the standby to receive information from the
primary. A hostname should be used as this network endpoint in single-node
clusters only.

You may run this command as either root or repluser. This is the same for all
acfsutil repl commands except for the following commands that read, but
never modify the replication state:

— The acfsutil repl info and acfsutil repl bg info commands may be
run by any Oracle ASM administrator user.

— The acfsutil repl compare command is allowed to be run by any Oracle
ASM administrator user, but should be run as root to maximize its access
to the files being compared..
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After the standby location has been set up, configure the site hosting the primary location
and start replication.

Run the acfsutil repl init primary command on the site hosting the primary location.
For example:

$ /sbin/acfsutil repl init primary -i 2h -s repluser@standbyl2 vip -m /standby/
repl data /acfsmounts/repl data

This command requires the following configuration information.
e The replication mode:

— Interval-based, during which a replication operation starts once for a specified
interval

— Constant-mode, during which a new replication operation starts as soon as the
previous one ends

— Manual-mode, during which replication occurs only when requested using the
acfsutil repl sync command

If an interval is specified, the option value is the minimum amount of time that
elapses between replication operations.

In all cases, at the start of each operation, replication takes a new snapshot of the
primary and compares it to the previous snapshot, if one exists. The changes needed
to update the standby to match the primary are then sent to the standby.

For example, to set up a replication interval of two hours, specify -1 2h.

e The user name and network endpoint (VIP name or address, or host name or
address) to be used to connect to the site hosting the standby location, specified with
the —s option. For example: -s repluser@standbyl2 vip

e If the primary location is a file system, then specify the name of the mount point of the
file system. For example: /acfsmounts/repl data

» If the primary storage location is a snapshot, then specify the snapshot name plus the
mount point of the containing file system, the two separated by the @ character. For
example: drsnapll01@/acfsmounts/repl data

» If the mount point, or snapshot name with the mount point, is different on the site
hosting the standby location than it is on the site hosting the primary location, then
specify the name of the standby location with the -m option. For example: -m /
standby/repl data

Because replication is unidirectional, when it is first initiated only the network endpoint
specified for the standby cluster is immediately used. However, to support failover
(described in a later step), in which the direction of replication may be reversed,acfsutil
repl init primary also sets up a network endpoint for the primary cluster. The command
looks for a SCAN VIP and uses it as the endpoint if present. If no SCAN VIP is identified,
then the command uses the hostname of the node where the command runs as the
endpoint instead. If the primary cluster contains multiple nodes, then a VIP should always
be used as the network endpoint. A hostname should be used as this endpoint only in
single-node clusters. You can specify the endpoint to be used for the primary using the -p
option to acfsutil repl init primary.

You can verify the endpoint being used for either cluster using the acfsutil repl info -c
command. You can change the endpoint at any time using the acfsutil repl update
primary command.
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Monitor information about replication on the location.

The acfsutil repl info command displays information about the state of the
replication processing on the primary or standby location.

For example, you can run the following on the site hosting the primary location to
display configuration information.

$ /sbin/acfsutil repl info -c -v /acfsmounts/repl data

You must have system administrator (the user root) or Oracle AM administrator
privileges to run this command.

Pause replication momentarily if necessary.

Run the acfsutil repl pause to momentarily stop replication. Run the acfsutil
repl resume command as soon as possible to resume replication.

For example, the following command pauses replication on the /acfsmounts/
repl data file system.

$ /sbin/acfsutil repl pause /acfsmounts/repl data

The following command resumes replication on the /acfsmounts/repl data file
system.

$ /sbin/acfsutil repl resume /acfsmounts/repl data

You must have system administrator or Oracle AM administrator privileges to run
the acfsutil repl pause and acfsutil repl resume commands.

Failing over to a standby or turning a standby location into an active location.

A replication standby can be converted to a replication primary, or can be used by
itself as a read/write storage location without replication active. The acfsutil repl
failover command provides the key support for these operations. This command
is run on the standby cluster.

The acfsutil repl failover command begins by verifying the status of the
original replication primary. If it finds that the primary is unavailable, then it can
optionally retry for a specified period to see if the primary becomes available.

When both the standby location and corresponding primary location are operating
normally, acfsutil repl failover reverses the replication relationship. That is,
the original standby becomes the current primary, and the original primary
becomes the current standby. There is no data loss. Note that failover fails in this
case if replication is paused. To enable this case to succeed, run acfsutil repl
resume.

If acfsutil repl failover has determined that the primary location is not
available, then the command restores the standby location to its state as of the
last successful replication transfer from the primary, then converts the standby into
a primary. Some data loss may occur. After the standby has been converted to a
primary, you can do any of the following next:

* You can wait until the original primary location becomes available. In this case,
the original primary is aware that the failover command has been run and
converts itself to the replication standby location. Replication is restored, but in
the opposite direction.

» If you do not want to wait, but do want to continue replication, then you can
specify a new standby location using the acfsutil repl update command.
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This command also restores replication. Note that the operation is harmless if the
original primary returns (as a standby) after you have specified the new standby. The
original primary remains idle (as a standby) until you run acfsutil repl terminate
standby for it.

* If you want to terminate replication, then run the acfsutil repl terminate primary
command on the current primary (the original standby).

12. Manage the replication background process.

Run the acfsutil repl bg command to start, stop, or retrieve information about the
replication background process.

For example, run the following command to display information about the replication
process for the /acfsmounts/repl data file system.

$ /sbin/acfsutil repl bg info /acfsmounts/repl data

¢ Note:

When replication is in use, replication snapshots can be viewed using the acfsutil
snap info command, just as any other snapshot can. You can use this command to
get an approximate idea of the space currently occupied by replication snapshots.

" See Also:

e Oracle ACFS Replication for information about replicating Oracle ACFS file
systems or snapshots

e Oracle ACFS Features Enabled by Compatibility Attribute Settings for
information about Oracle ACFS features and disk group compatibility attribute
settings

e Configuring ssh for Use With Oracle ACFS Replication for information about
configuring replication

» acfsutil repl init for information initiating replication

e Oracle Automatic Storage Management Administrator's Guide for information
about Oracle ASM user privileges

« acfsutil repl bg for more information about managing replication background
operations

e acfsutil repl pause and acfsutil repl resume for more information about pausing
and resuming replication operations

« acfsutil repl info for information about displaying replication details

e Creating an Oracle ACFS File System for information about creating a file
system

e Tagging Oracle ACFS File Systems for information about the steps to tag files
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Deregistering, Dismounting, and Disabling Volumes and Oracle ACFS
File Systems

ORACLE

This topic discusses the operations to deregister or dismount a file system and disable
a volume.

Deregistering an Oracle ACFS File System

You can deregister an Oracle ACFS file system if you do not want the file system to be
automatically mounted.

For example:

$ /sbin/acfsutil registry -d /acfsmounts/acfsl

If you deregister a file system, then you must explicitly mount the file system after
Oracle Clusterware or the system is restarted.

For more information about the registry, refer to About the Oracle ACFS Mount
Registry. For information about acfsutil registry, refer to acfsutil registry.

Dismounting an Oracle ACFS File System

You can dismount a file system without deregistering the file system or disabling the
volume on which the file system is mounted.

For example, you can dismount a file system and run fsck to check the file system.
# /bin/umount /acfsmounts/acfsl

# /sbin/fsck -y -t acfs /dev/asm/volumel-123

After you dismount a file system, you must explicitly mount the file system.

Use umount on Linux systems. For information about the command to dismount a file
system, refer to umount.

Use fsck on Linux systems to check a file system. For information about the command
to check a file system, refer to fsck (offline mode).

Disabling a Volume

To disable a volume, you must first dismount the file system on which the volume is
mounted.

For example:

# /bin/umount /acfsmounts/acfsl

After a file system is dismounted, you can disable the volume and remove the volume
device file.

For example:

ASMCMD> voldisable -G data volumel

Dismounting the file system and disabling a volume does not destroy data in the file
system. You can enable the volume and mount the file system to access the existing
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data. For information about voldisable and volenable, refer to Managing Oracle ADVM with
ASMCMD.

Removing an Oracle ACFS File System and a Volume

ORACLE

You can remove an Oracle ACFS file system and volume with acfsutil and ASMCMD
commands.

To permanently remove a volume and Oracle ACFS file system, perform the following steps.
These steps destroy the data in the file system.

1. Deregister the file system with acfsutil registry -d.

For example:

$ /sbin/acfsutil registry -d /acfsmounts/acfsl
acfsutil registry: successfully removed ACFS mount point
/acfsmounts/acfsl from Oracle Registry

2. Dismount the file system with the umount command.
For example:

# /bin/umount /acfsmounts/acfsl

You must dismount the file system on all nodes of a cluster.
3. Remove the file system with acfsutil rmfs.

If you were not planning to remove the volume in a later step, this step is necessary to
remove the file system. Otherwise, the file system is removed when the volume is
deleted.

For example:
$ /sbin/acfsutil rmfs /dev/asm/volumel-123
4. Optionally you can disable the volume with the ASMCMD voldisable command.
For example:
ASMCMD> voldisable -G data volumel
5. Delete the volume with the ASMCMD voldelete command.
For example:

ASMCMD> voldelete -G data volumel
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¢ See Also:

e acfsutil registry for information about running acfsutil registry
e umount for information about running the umount command
e acfsutil rmfs for information about running the acfsutil rmfs command

e Managing Oracle ADVM with ASMCMD for information about running the
voldisable command

e Managing Oracle ADVM with ASMCMD for information about running the
voldelete command

Oracle ACFS Command-Line Tools for Linux Environments

This topic provides a summary of the Oracle ACFS commands for Linux environments.

Table 6-1 lists the Oracle ACFS commands for Linux environments with brief
descriptions. The commands in Table 6-1 have been extended with additional options
to support Oracle ACFS. All other Linux file system commands operate without change
for Oracle ACFS.

For example, Oracle ACFS adds a set of Oracle ACFS-specific mount options to those
provided with the base operating system platform. You should review both the mount
options for the Linux platforms in addition to the Oracle ACFS-specific options for the
complete set of file system mount options.

File systems on Oracle ADVM volumes that are not Oracle ACFS file systems, such as
ext3, are managed with the same Linux commands that are listed in Table 6-1 using
the file-specific options for the type of file system. You can refer to the man pages for
options available for the Linux commands in Table 6-1.

< Note:

When using Security-Enhanced Linux (SELinux) in enforcing mode with
Oracle ACFS, ensure that the Oracle ACFS file systems are mounted with an
SELinux default context. Refer to your Linux vendor documentation for
information about the context mount option.

Table 6-1 Summary of Oracle ACFS commands for Linux environments

Command

Description

fsck (offline mode)

fsck (online mode)

Checks and repairs a dismounted Oracle ACFS file system.

Checks and repairs a mounted Oracle ACFS file system.

mkfs Creates an Oracle ACFS file system.
mount Mounts an Oracle ACFS file system.
umount Dismounts an Oracle ACFS file system.
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fsck (offline mode)

ORACLE

Purpose
Checks and repairs a dismounted Oracle ACFS file system.

Syntax and Description

fsck -t acfs -h /dev/null
fsck [-al|-f] [-v] -t acfs [-n|-y] [-x file name] volume device

fsck -t acfs -h /dev/null displays usage text and exits.

Table 6-2 contains the options available with the fsck command.

Table 6-2 Options for the offline fsck command on Linux
]

Option Description

-a Specifies to automatically repair the file system.

-f Forces the file system into mountable state without completing a file
system check or repair.

-v Specifies verbose mode. The progress is displayed as the operation
occurs. Running in verbose mode can impact performance.

-t acfs Specifies the type of file system on Linux. acfs designates the Oracle
ACFS type.

-n Answers no to any prompts.

-y Answers yes to any prompts.

-x file name Specified for accelerator data collected by acfsutil meta. Only

used for this type of data.

volume device Specifies the primary Oracle ADVM volume device.

fsck checks and repairs an existing Oracle ACFS file system. This topic describes an offline
mode of the fsck command that can only be run on a dismounted file system. For information
about running f£sck on a mounted file system, refer to fsck (online mode).

root privileges are required to run fsck. The Oracle ACFS driver must be loaded for £sck to
work.

By default, fsck only checks for and reports any errors. The -a flag must be specified to
instruct f£sck to repair errors in the file system. Do not interrupt £sck during the repair
operation.

In a few cases, fsck prompts for questions before proceeding to check a file system. These
cases include:

e If £sck detects that another fsck is in progress on the file system
» If fsck detects that the Oracle ACFS driver is not loaded
» If the file system does not appear to be Oracle ACFS

6-23



Chapter 6
Oracle ACFS Command-Line Tools for Linux Environments

In checking mode, f£sck also prompts if there are transaction logs that have not been
processed completely due to an incomplete shutdown. To run in a non-interactive
mode, include either the -y or -n options to answer yes or no to any questions.

fsck creates working files before it checks a file system. These working files are
created in /usr/tmp if space is available. /tmp is used if /usr/tmp does not exist. If
insufficient space is available in the tmp directory, £sck attempts to write to the current
working directory. The files that fsck creates are roughly the size of the file system
being checked divided by 32K. At most three such files are allocated. For example, a 2
GB file system being checked causes fsck to generate one to three 64K working files
in the /usr/tmp directory. These files are deleted after £sck has finished.

In the event that £sck finds a file or directory in the file system for which it cannot
determine its name or intended location (possibly due to a corruption in its parent
directory), it places this object in the /lost+found directory when fsck is run in fix
mode. For security reasons only the root user on Linux can read files in /lost+found.
If the administrator can later determine the original name and location of the file based
on its contents, the file can be moved or copied into its intended location.

The file names in the /lost+found directory are in the following formats:

parent.id.file.id.time-in-sec-since-1970
parent.id.dir.id.time-in-sec-since-1970

The id fields are the internal Oracle ACFS numeric identifiers for each file and
directory in the file system.

You can use acfsutil info id id mount point to attempt to determine the directory
associated with parent. id. This directory is assumed to be where the deleted object
originated. For information about acfsutil info, see acfsutil info file.

If the parent directory is not known, the parent id field is set to UNKNOWN.

# Note:

It is not possible to see the contents of the /lost+found directory from a
shapshot.

Examples

The following example shows how to check and repair a dismounted Oracle ACFS file
system.

Example 6-2 Using the fsck command in offline mode

# /sbin/fsck -a -y -t acfs /dev/asm/volumel-123

fsck (online mode)

Purpose

Checks and repairs a mounted Oracle ACFS file system.
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Syntax and Description

fsck -t acfs -h /dev/null

fsck [-a] [-v] -t acfs -0 mount point -- -C cow file path -S cow file size
fsck.acfs [-a] [-v] -0 -C cow file path -S cow file size mount point
" Note:

The latter two syntax formats are equivalent. When invoking the Linux fsck
command, the -- separator must be placed before either the -C or -S options to
ensure that the options are correctly passed to the Oracle ACFS fsck command.
When directly invoking the ACFS fsck.acfs command, the -- separator is not
required.

fsck -t acfs -h /dev/null displays usage text and exits.

Table 6-3 contains the options available with the fsck command.

Table 6-3 Options for the online fsck command on Linux
]

Option Description

-a Specifies to automatically repair the file system.

-V Specifies verbose mode. The progress is displayed as the operation
occurs. Running in verbose mode can impact performance.

-t acfs Specifies the type of file system on Linux. acfs designates the Oracle
ACFS type.

-0 Specifies to run in an online mode that enables checking of a
mounted Oracle ACFS file system.

-C cow_file path Specifies the location of the Copy-On-Write (COW) file required by
online fsck.

-s cow file size Specifies the size of the Copy-On-Write (COW) file required by online
fsck.

The quantity specified can be in units of K (kilobytes), M (megabytes),
G (gigabytes), T (terabytes), or P (petabytes). If a unit is not specified,
the default is bytes.

mount point Specifies the directory where the file system is mounted.

fsck checks and repairs an existing Oracle ACFS file system. This topic describes an online
mode of the £sck command that can be run on a mounted file system. For information about
running fsck in offline mode, refer to fsck (offline mode).

When online fsck is run on a mounted file system, online fsck initially creates a point-in-time
snapshot of the file system metadata. Online fsck then executes file system checks against
this metadata snapshot. Because the file system is mounted and live, file system metadata
can be created or updated underneath online fsck. However, any new or updated metadata
is not checked by online £sck because online £sck checks only the initial metadata snapshot.
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Online £sck utilizes a special file called a Copy-On-Write (COW) file. While online £sck
is running on a file system, whenever any file system metadata must be updated, the
original version of the metadata is first copied into the COW file to preserve it for file
system checks. The COW file helps preserve the metadata snapshot that is checked
by online fsck.

The size of the COW file must be chosen in advance. As a result, the COW file has a
limited amount of space for preserving copies of metadata. If the COW file runs out of
space while preserving copies of metadata, then online £sck may be forced to stop.
The size of the COW file must be chosen carefully to avoid running out of space during
execution of online £sck. The appropriate size of the COW file depends on the amount
of file system metadata that may change during the execution of online £sck, which is
workload dependent and may need to be determined empirically. Oracle recommends
the size of the COW file to start at 5% of the file system undergoing online fsck.

The COW file must be placed on a separate Oracle ACFS file system. The separate
Oracle ACFS file system must be mounted on the same nodes as the Oracle ACFS
file system undergoing online fsck.

The COW file is a temporary file that supports the execution of online £sck and is
deleted after online £sck is complete.

The Oracle ACFS file system undergoing online fsck must have the same mount point
path on all nodes. The Oracle ACFS file system storing the COW file must also have
the same mount point path on all nodes.

Online £sck has the following restrictions and limitations while the command is running
on an Oracle ACFS file system:

* Another instance of online £sck cannot be started within the same cluster.
* A mount of the file system on a new node causes online fsck to stop.

» If the separate Oracle ACFS file system containing the COW file is unmounted on
any node, then that situation may cause online £sck to stop.

» Deleted snapshots within the file system do not have their storage freed until the
completion of online fsck.

* Resizing the file system with acfsutil size is not allowed and returns an error.
Automatic resizing is also not allowed until online fsck completes.

e Afreeze of the file system with acfsutil freeze causes online fsck to wait for the
freeze to end.

By default, online £sck only checks for and reports any errors. The -a flag must be
specified to instruct online f£sck to repair errors in the file system. Note that online f£sck
can only repair a limited set of file system errors. Most file system errors require offline
fsck for repair.

Examples

The following example shows how to check and repair a mounted Oracle ACFS file
system.

Example 6-3 Using the fsck command in online mode

# /sbin/fsck -a -t acfs -0 /acfs mountpoint 1 -- -C /acfs mountpoint 2/cow file -
S 512M
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# /sbin/fsck.acfs -0 -C /acfs_mountpoint 2/cow_file -S 512M /acfs _mountpoint 1

Purpose
Creates an Oracle ACFS file system.

Syntax and Description

mkfs -t acfs -h
mkfs [-v] [-f] -t acfs [-i {512 | 4096}] [-n name ] [-a accelerator volume]
[-c release version] volume device [size]

mkfs -t acfs -h displays usage text and exits.

Table 6-4 contains the options available with the mkfs command.

Table 6-4 Options for the Linux mkfs command
]

Option Description

-t acfs Specifies the type of file system on Linux. acfs designates the Oracle
ACFS type.

-v Specifies verbose mode. The progress is displayed as the operation
occurs.

-i {512 | 4096} Specifies a file system with metadata block size of 512 or 4096 bytes.

- name Specifies the name for the file system. A name can be a maximum of
64 characters. acfsutil info fs returns the name if one was
specified.

-f Specifies the force option. This action creates the file system even if

there is an existing Oracle ACFS on the volume device, although only
if the file system is dismounted. This option overwrites structures on
the original file system. Use this option with caution.

-h Displays the usage help text and exits.

size Specifies the size that the file system should consume on the named
device. The quantity specified can be in units of X (kilobytes), M
(megabytes), G (gigabytes), T (terabytes), or P (petabytes). If a unit is
not specified, the default is bytes.

If this option is not specified, the entire device is consumed.

-a accelerator volume Specifies a secondary Oracle ACFS volume that is used by Oracle
ACFS to store critical metadata.

-c release version Creates an Oracle ACFS file system with Oracle ACFS release
compatibility set to the value of release_version.

volume device Specifies an existing Oracle ADVM device file that is to be formatted.
This device is the primary volume.

You can use mkfs to create the on disk structure needed for Oracle ACFS file system to be
mounted. The mkfs command is the traditional Linux command used to build a file system.
After mkfs runs successfully, the USAGE column in the V$ASM VOLUME view displays ACFS.
Oracle ADVM volumes are created with the ASMCMD volcreate command. For information
about the volcreate command, refer to volcreate.
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The value specified with the -c release version option must be greater than or equal
to the value of COMPATIBLE.ADVM for the disk group, and must be less than or equal to
the running Oracle Grid infrastructure release version. If —c release versionis not
specified, the value of COMPATIBLE.ADVM is used. After the compatibility is set, it cannot
be downgraded. The —c release version option can be used in situations where it is
not possible, or desirable, to update COMPATIBLE.ADVM and COMPATIBLE.ASM for the
disk group, but you want to use an Oracle ACFS feature that requires a compatibility
increase. After the Oracle ACFS compatibility is updated, it is no longer possible to
mount the file system with an older Oracle Grid infrastructure release. To change the
compatibility of an existing file system, refer to acfsutil compat set. For information
about Oracle ASM disk group compatibility attributes, see Oracle ACFS Features
Enabled by Compatibility Attribute Settings.

The minimum file system size is 200 MB for the 512 byte metadata block size format
and 512 MB for the 4 KB metadata block size format.

The Oracle ACFS driver must be loaded for mkfs to operate successfully.

root privilege is not required. The ownership of the volume device file dictates who
can run this command.

Oracle ACFS Accelerator Volume

Using an accelerator volume can improve performance by reducing the time to access
and update Oracle ACFS metadata. You should create the accelerator volume on a
disk group with storage that is significantly faster than the storage of the primary
volume. The accelerator volume is created with the -a option of the mkfs command.
For more information, refer to Oracle ACFS Accelerator VVolume.

4 KB Sector/Metadata

The following list summarizes the use of the -i option and metadata block size based
on the value of the COMPATIBLE . ADVM disk group attribute.

e If COMPATIBLE.ADVM is set to 20.1 or greater, then the primary and accelerator
volumes can use a mix of different logical sector sizes, such as 512 bytes and
4096 bytes.

e If COMPATIBLE.ADVM is set to 12.2 or greater, then the metadata block size is 4096
bytes by default.

e If COMPATIBLE.ADVM is set to less than 12.2, then the block size is set to 512 bytes.

e If COMPATIBLE.ADVM is set to less than 12.2 and the logical sector size is not 512
bytes, then the command fails.

User data 10 continues to support transfers as small as 512 bytes for normal user 10
requests. When the Oracle ADVM volume of the file system has a logical disk sector
size of 4 K, user Direct 10 requests should be aligned on 4 K file offsets and be a
multiple of 4 KB lengths for the best performance. Note that only 4 K metadata block
size formats support ADVM volumes with 4 K logical disk sectors.

The COMPATIBLE.ADVM value must be set to 12.2 or greater to format an Oracle ADVM
volume whose logical disk size is 4096 or to use the -i 4096 option to format an
Oracle ADVM volume whose logical disk sector size is 512 bytes.
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Examples

Before creating an Oracle ACFS file system, first determine which Oracle ADVM volume
devices are available. You can use the ASMCMD volinfo command to display information
about the volumes and volume devices. For example:

ASMCMD [+] > volinfo -a
Volume Name: VOLUMEL

Volume Device: /dev/asm/volumel-123
State: ENABLED

For information about the volcreate and volinfo commands, refer to Managing Oracle
ADVM with ASMCMD.

This command creates an Oracle ACFS file system on a volume device file.
Example 6-4 Using the mkfs command

$ /sbin/mkfs -t acfs /dev/asm/volumel-123

Example 6-5 Using the mkfs command to create an accelerator volume

This command creates an Oracle ACFS file system with an accelerator volume.

$ /sbin/mkfs -t acfs -a /dev/asm/volume2-130 /dev/asm/volumel-127

Purpose

Mounts an Oracle ACFS file system.

Syntax and Description

mount -h
mount [-v] -n -t acfs [-o options] volume device mount point
mount

mount -h displays usage text and exits.

Table 6-5 contains the options available with the mount command.

Table 6-5 Options for the Linux mount command
]

Option Description

-h Displays the usage help text and exits.

-t acfs Specifies the type of file system on Linux. acfs designates the Oracle
ACFS type.

-V Specifies verbose mode. The progress is displayed as the operation
occurs.

-n Specifies not to update the /etc/mtab file.

6-29



Chapter 6
Oracle ACFS Command-Line Tools for Linux Environments

Table 6-5 (Cont.) Options for the Linux mount command
]

Option Description

-0 Options are specified with the -o flag followed by a comma-delimited
string of options. The following options are available:
e all

Reads the Oracle ACFS managed file systems in the Oracle
Clusterware namespace, mounting all file systems with the
AUTO_START=always.
When the -0 all option is specified, other —o options are
ignored.
To specify mount options for a registry entry, include those
options with the acfsutil registry command when you add
the entry to the registry.

e ro
Mounts the file system in read-only mode.

e norootsuid
Fails the execution of binaries by non-root users whose
permissions allow set user Id execution, and are owned by root.
An attempt to run these executables as a non-root user fails with
a permission denied error.

. rootsuid

Allows the execution of binaries by non-root users of set user Id
files owned by root. This is the default action.

e nodeleteopen
Fails the deletion of any file that is open.
volume device Specifies a primary Oracle ADVM volume device file that has been
formatted by mkfs. device is required but can be a dummy value.

mount_point Specifies the directory where the file system is mounted. This
directory must exist before you run the mount command.

mount attaches a file system to the Oracle ACFS hierarchy at the mount point that is
the name of a directory. The mount happens on the node where the mount command
was issued. The mount command returns an error if the file system is not in a
dismounted state on this node.

It is not always possible to return the cause of a mount failure to the mount command.
When this happens Oracle ACFS writes the cause of the failure to the system console
and associated system log file.

After mount runs successfully, the MOUNTPATH field in the V$SASM VOLUME view displays
the directory name on which the file system is now mounted.

An Oracle ACFS file system should only be mounted on one mount point. The same
mount point name should be used on all cluster members.

The mount command lists all mounted file systems if it is run with no parameters.

root privilege is required to run mount.
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The first example shows how to mount volumel-123 on the mount point /acfsmounts/acfsl.
The second example shows how to mount all the registered Oracle ACFS file systems. The
dummy names (none) have been entered for the device and directory as they are required,
but not used, when the al1 option is specified.

Example 6-6 Using the mount command

# /bin/mount -t acfs /dev/asm/volumel-123 /acfsmounts/acfsl

# /bin/mount -t acfs -o all none none

Purpose

Dismounts an Oracle ACFS file system.

Syntax and Description

umount -h

umount [-v] -1 -n volume device |mount point

umount -a -1 -n [-t acfs]

umount -h displays usage text and exits.

Table 6-6 contains the options available with the umount command.

Table 6-6 Options for the Linux umount command

Option Description

-h Displays the usage help text and exits.

-t acfs Specifies the type of file system on Linux. acfs designates the Oracle
ACFS type.

-v Specifies verbose mode. The progress is displayed as the operation
occurs.

-a Specifies to dismount all Oracle ACFS file systems on this node.

-1 Specifies a lazy unmount. The Oracle ACFS file system is
dismounted, but the cleanup of all references to the file system occurs
when the system is no longer busy.

-n Specifies not to update the /etc/mtab file.

volume device

mount point

Specifies an Oracle ADVM volume device file that has been formatted
by mkfs.

Specifies the directory where the file system is mounted. This
directory must exist before you run the mount command.

umount detaches an Oracle ACFS from the file system hierarchy on the current node.

The umount command does not return control back to the operating system prompt until the
file system has been completely unmounted.
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If the file system is busy, umount fails.

root privileges are required to run the umount command.

Examples

The following examples show how to dismount an Oracle ACFS file system. The first
example uses the volume device file and the second example uses the file system.

Example 6-7 Using the umount command

# /bin/umount /dev/asm/volumel-123

# /bin/umount /acfsmounts/acfsl

Oracle ACFS Command-Line Tools for the Solaris
Environment

This topic provides a summary of the Oracle ACFS commands for Solaris.

" Note:

If a disk group is dismounted with the force option on Solaris, any Oracle
ADVM volumes device files that were on that disk group remain on the
system. These files are removed when the disk group is remounted.

Table 6-7 lists the Oracle ACFS commands for Solaris with brief descriptions. The
commands in Table 6-7 have been extended with additional options to support Oracle
ACFS on Solaris.

Table 6-7 Summary of Oracle ACFS commands for Solaris

Command Description

fsck Checks and repairs an Oracle ACFS file system on Solaris.
mkfs Creates an Oracle ACFS file system on Solaris.

mount Mounts an Oracle ACFS file system on Solaris.
umount/umountall Dismounts an Oracle ACFS file system on Solaris.

fsck

ORACLE

Purpose

Checks and repairs an Oracle ACFS file system on the Solaris operating system.

Syntax and Description

fsck -F acfs -o h /dev/null
fsck -F acfs [{-n|N}|[{-y|Y}] [-0 options] volume device
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fsck -F acfs -o h /dev/null displays usage text and exits.

Table 6-8 contains the options available with the fsck command.

Table 6-8 Options for the Solaris fsck command
]

Option Description

-F acfs Specifies the type of file system on Solaris. acfs designates the
Oracle ACFS type.

-n |N Answers no to any prompts.

-y|Y Answers yes to any prompts.

-0 Specifies that options follow (a, f, h, v). Options are preceded with the
-o flag and entered as a comma-delimited string. For example: -o
a,v
° a

Specifies to automatically fix the file system.

. f
Forces the file system into mountable state without completing a
file system check or fix.

* h
Displays the usage text and exits.
° A%

Specifies verbose mode. The progress is displayed as the
operation occurs. Running in verbose mode can impact
performance.

volume device Specifies an Oracle ADVM device file.

fsck checks and repairs an existing Oracle ACFS file system. This command can only be run
on a dismounted file system. root privileges are required to run fsck. The Oracle ACFS
driver must be loaded for £sck to work.

By default, £sck only checks for and reports any errors. The -o a option must be specified to
instruct fsck to fix errors in the file system. Do not interrupt f£sck during the repair operation.

In a few cases, fsck prompts for questions before proceeding to check a file system. These
cases include:

» If £sck detects that another £sck is in progress on the file system
* If £sck detects that the Oracle ACFS driver is not loaded

» If the file system does not appear to be Oracle ACFS

In checking mode, fsck also prompts if there are transaction logs that have not been
processed completely due to an incomplete shutdown. To run in a non-interactive mode,
include either the -y or -n options to answer yes or no to any questions.

fsck creates working files before it checks a file system. These working files are created

in /usr/tmp if space is available. /tmp is used if /usr/tmp does not exist. If insufficient space
is available in the tmp directory, fsck attempts to write to the current working directory. The
files that £sck creates are roughly the size of the file system being checked divided by 32K.
At most three such files are allocated. For example, a 2 GB file system being checked causes
fsck to generate one to three 64K working files in the /usr/tmp directory. These files are
deleted after fsck has finished.
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In the event that £sck finds a file or directory in the file system for which it cannot
determine its name or intended location (possibly due to a corruption in its parent
directory), it places this object in the /lost+found directory when fsck is run in fix
mode. For security reasons only the root user on Linux can read files in /lost+found.
If the administrator can later determine the original name and location of the file based
on its contents, the file can be moved or copied into its intended location.

The file names in the /lost+found directory are in the following formats:

parent.id.file.id.time-in-sec-since-1970
parent.id.dir.id.time-in-sec-since-1970

The id fields are the internal Oracle ACFS numeric identifiers for each file and
directory in the file system.

You can use acfsutil info id id mount point to attempt to determine the directory
associated with parent. id. This directory is assumed to be where the deleted object
originated. For information about acfsutil info, see "acfsutil info file".

If the parent directory is not known, the parent id field is set to UNKNOWN.

< Note:

It is not possible to see the contents of the /lost+found directory from a
shapshot.

Examples
The following example shows how to check and repair an Oracle ACFS file system.

Example 6-8 Using the fsck command

# /usr/sbin/fsck -F acfs -y -o a /dev/asm/volumel-123

Purpose
Creates an Oracle ACFS file system on the Solaris operating system.

Syntax and Description

mkfs -F acfs -o h /dev/null
mkfs -F acfs [-o options] [-c release version] volume device [size]

mkfs -F acfs -o h /dev/null displays usage text and exits.

Table 6-9 contains the options available with the mkfs command.

Table 6-9 Options for the Solaris mkfs command
|

Option Description
-Facfs Specifies the type of file system on Solaris. acfs designates the
Oracle ACFS type.
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Table 6-9 (Cont.) Options for the Solaris mkfs command

______________________________________________________________________|
Option Description

-0 options Specifies that options follow (f, h, n, v). Options are preceded
with the -o flag and entered as a comma-delimited string. For
example: -o £, v

. h
Displays the usage text and exits.
« £

Specifies the force option. This action creates the file
system even if there is an existing Oracle ACFS on the
volume device, although only if the file system is
dismounted. This option overwrites structures on the original
file system. Use this option with caution.

e 1=512 | 1i=4096
Specifies a file system with metadata block size of 512 or
4096 bytes.

° n=name
Specifies the name for the file system. A hame can be a
maximum of 64 characters. acfsutil info fs returns the
name if one was specified.

° \%
Specifies verbose mode. The progress is displayed as the
operation occurs.

-c release version Creates an Oracle ACFS file system with Oracle ACFS release
compatibility set to the value of release_version.

volume device Specifies an Oracle ADVM device file.

size Specifies the size of the file system in 512-byte units or in units
of X|M|G|T|P. Units specified are in K (kilobytes), M (megabytes), G
(gigabytes), T (terabytes), or P (petabytes).

You can use mkfs to create the on disk structure needed for Oracle ACFS file system to be
mounted. The mkfs command is the traditional Linux command used to build a file system.
After mkfs runs successfully, the USAGE column in the V$SASM VOLUME view displays ACFS. root
privilege is not required. The ownership of the volume device file dictates who can run this
command.

The value specified with the -c release version option must be greater than or equal to the
value of COMPATIBLE.ADVM for the disk group, and must be less than or equal to the running
Oracle Grid infrastructure release version. If —c release version is not specified, the value
of COMPATIBLE.ADVM is used. After the compatibility is set, it cannot be downgraded. The —c
release version option can be used in situations where it is not possible, or desirable, to
update COMPATIBLE.ADVM and COMPATIBLE.ASM for the disk group, but you want to use an
Oracle ACFS feature that requires a compatibility increase. After the Oracle ACFS
compatibility is updated, it is no longer possible to mount the file system with an older Oracle
Grid infrastructure release. To change the compatibility of an existing file system, refer to
“acfsutil compat set”. For information about Oracle ASM disk group compatibility attributes,
see Oracle ACFS Features Enabled by Compatibility Attribute Settings.

The minimum file system size is 200 MB for the 512 byte metadata block size format and 512
MB for the 4 KB metadata block size format.
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The Oracle ACFS driver must be loaded for mkfs to work.

4 KB Sector/Metadata

The following list summarizes the use of the -o i option and metadata block size
based on the value of the COMPATIBLE . ADVM disk group attribute.

e If COMPATIBLE.ADVM is set to 12.2 or greater, then the metadata block size is 4096
bytes by default.

e If COMPATIBLE.ADVM is set to less than 12.2, then the block size is set to 512 bytes.

e If COMPATIBLE.ADVM is set to less than 12.2 and the logical sector size is not 512
bytes, then the command fails.

User data 10 continues to support transfers as small as 512 bytes for normal user 10
requests. When the Oracle ADVM volume of the file system has a logical disk sector
size of 4 K, user Direct 10 requests should be aligned on 4 K file offsets and be a
multiple of 4 KB lengths for the best performance. Note that only 4 K metadata block
size formats support ADVM volumes with 4 K logical disk sectors.

The COMPATIBLE .ADVM value must be set to 12.2 or greater to format an Oracle ADVM
volume whose logical disk size is 4096 or to use the -o i=4096 option to format an
Oracle ADVM volume whose logical disk sector size is 512 bytes.

Examples

Before creating an Oracle ACFS file system, first determine which Oracle ADVM
volume devices are available. You can use the ASMCMD volinfo command to display
information about the volumes and volume devices.

ASMCMD [+] > volinfo -a
Volume Name: VOLUMEL

Volume Device: /dev/asm/volumel-123
State: ENABLED

See Managing Oracle ADVM with ASMCMD .
Next create an Oracle ACFS file system on the volume device file.

Example 6-9 Using the mkfs command

$ /usr/sbin/mkfs -F acfs /dev/asm/volumel-123

Purpose

Mounts an Oracle ACFS file system on the Solaris operating system.

Syntax and Description

mount -F acfs -o h /tmp /dev/null
mount -F acfs [-r] [-o options] volume device mount point

mount -F acfs -o h /tmp /dev/null displays usage text and exits.

Table 6-10 contains the options available with the mount command.

6-36



ORACLE

Chapter 6
Oracle ACFS Command-Line Tools for the Solaris Environment

Table 6-10 Options for the Solaris mount command

Option Description

-Facfs Specifies the type of file system on Solaris. acfs designates the
Oracle ACFS type.

-r Mounts in read-only mode.

-0 Specifies that options follow. Options are preceded with the -o flag

followed by a comma-delimited string of options. For example: -o
all,v

The following options are available:

all

Reads the Oracle ACFS managed file systems in the Oracle
Clusterware namespace, mounting all file systems with the
AUTO_START=always.

The -0 all option requires two placeholders to satisfy the
command arguments: a dummy argument for the volume device
and any valid directory.

When the -0 all option is specified, other -o options are
ignored.

To specify mount options for a registry entry, include those
options with the acfsutil registry command when you add
the entry to the registry.

devices/nodevices

Allows or disallows the opening of any character or block special
devices from this mount.

exec/noexec

Allows or disallows the execution of programs in this file system.
h

Displays the usage help text and exits.

rootsuid/norootsuid

Allows or disallows the execution of setuid to root executables
(binaries by non-root users whose permissions allow set user Id
execution, and are owned by root). rootsuid is the default
action. If norootsuid is specified, an attempt to run these

executables as a non-root user fails with a permission denied
error.

ro

Mounts the file system in read-only mode.

rw

Mounts the file system in read-write mode.
setuid/nosetuid

Allows or disallows the execution of setuid and setgid
programs.

suid/nosuid

Allows or disallows the execution of setuid and setgid
programs and the opening of any character or block special
devices from this mount.

\

Specifies verbose mode. The progress is displayed as the
operation occurs.
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Table 6-10 (Cont.) Options for the Solaris mount command

_________________________________________________________________________|
Option Description

volume device Specifies an Oracle ADVM volume device file that has been formatted
by mkfs. device is required but can be a dummy value.

mount point Specifies the directory where the file system is mounted. This
directory must exist before you run the mount command.

mount attaches a file system to the Oracle ACFS hierarchy at the mount point that is
the name of a directory. The mount occurs on the node where the mount command
was issued. The mount command returns an error if the file system is notin a
dismounted state on this node.

It is not always possible to return the cause of a mount failure to the mount command.
When this happens Oracle ACFS writes the cause of the failure to the system console
and associated system log file.

After mount runs successfully, the MOUNTPATH field in the V$ASM VOLUME view displays
the directory name on which the file system is now mounted.

An Oracle ACFS file system should only be mounted on one mount point. The same
mount point name should be used on all cluster members.

root privilege is required to run mount.

Examples

The first example shows how to mount volumel-123 on the mount point /acfsmounts/
acfsl. The second example shows how to mount all the registered Oracle ACFS file
systems. Placeholder arguments must be provided for the volume device name and
mount point when specifying the -o all option. The volume device can be a dummy
value, such as none. Any valid directory can be specified for the mount point, such as /
tmp.

Example 6-10 Using the mount command

# /sbin/mount -F acfs /dev/asm/volumel-123 /acfsmounts/acfsl

# /sbin/mount -F acfs -o all none /tmp

umount/umountall

Purpose
Dismounts an Oracle ACFS file system on the Solaris operating system.

Syntax and Description

umount -V [mount point | volume device]
umountall -F acfs

unmountall -F acfs dismounts all Oracle ACFS file systems.

Table 6-11 contains the options available with the umount command.
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Table 6-11 Options for the Solaris umount command

_________________________________________________________________________|
Option Description

-V Echoes the complete command line, but does not run the command.
Use this option to verify and validate the command line before
execution. Valid only with umount.

mount point Specifies the directory where the file system is mounted. Valid only
with umount.

volume device Specifies the Oracle ADVM volume device name associated with the
file system. Valid only with umount.

-Facfs Specifies the type of file system on Solaris. acfs designates the
Oracle ACFS type. Valid only with umountall.

umount and umountall detach an Oracle ACFS from the file system hierarchy on the current
node.

The umount and umountall commands do not return control back to the operating system
prompt until the file system has been completely unmounted.

If a file system is busy, umount and umountall fail.

root privileges are required to run the umount and umountall commands.

Examples

The following examples show how to dismount an Oracle ACFS file system. The first
example specifies the mount point of the file system to dismount. The second example
specifies the volume device associated with the file system to dismount. The third example
dismounts all Oracle ACFS file systems.

Example 6-11 Using the umount command

# /sbin/umount /dev/asm/volumel-123
# /sbin/umount /acfsmounts/acfsl

# /sbin/umountall -F acfs

Oracle ACFS Command-Line Tools for the AIX Environment

ORACLE

This topic provides a summary of the Oracle ACFS commands for the AIX operating system.

During the installation of Oracle ACFS and Oracle ADVM with Oracle Grid Infrastructure on
AlX, several system security classes (authorizations) are created for Oracle ACFS and
Oracle ADVM operations. These authorizations enable the following operations:

*  Configuration of Oracle ACFS and Oracle ADVM devices
¢ Removal of Oracle ACFS and Oracle ADVM devices
e Definition of Oracle ACFS and Oracle ADVM devices

These authorizations are collected in a role (oracle devmgmt) which is assigned by default to
the Oracle Grid Infrastructure user and Oracle ASM administrator. You can run the 1srole or
rolelist command after installation to see this new role. These commands can be run at
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any time to ensure that the user has the proper authorization to manage Oracle ACFS
and Oracle ADVM.

For example, run the following as the Oracle ASM administrator:

$ rolelist -e
oracle devmgmt

After the initial installation on an AlX operating system, the shell from which the root
script was run does not inherit the new role. If the role is not present for the user, then
the swrole command must be run before performing Oracle ACFS or Oracle ADVM
operations.

For example, run the following as the Oracle ASM administrator:

$ swrole oracle devmgmt

Alternatively, you can open a new shell to perform Oracle ACFS or Oracle ADVM
operations.

During the removal of Oracle Grid Infrastructure, the oracle devmgnt role and its
associated authorizations are deleted from the system.

" See Also:

Oracle Grid Infrastructure on AlX, refer to Oracle Grid Infrastructure
Installation Guide for IBM AlX on POWER Systems (64-Bit) for more
information about installing

# Note:

If a disk group is dismounted with the force option on AlX, any Oracle ADVM
volumes device files that were on that disk group remain on the system.
These files are removed when the disk group is remounted.

Table 6-12 lists the Oracle ACFS AIX commands with brief descriptions. The
commands in Table 6-12 have been extended with additional options to support Oracle

ACFS on AIX.

Table 6-12 Summary of Oracle ACFS commands for AIX

Command Description
fsck Checks and repairs an Oracle ACFS file system on AlX.
mkfs Creates an Oracle ACFS file system on AIX.
mount Mounts an Oracle ACFS file system on AlX.
umount/umountall Dismounts an Oracle ACFS file system on AlX.
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Purpose

Checks and repairs an Oracle ACFS file system on the AIX operating system.

Syntax and Description

fsck -V acfs [-n|-y] [-0 options] volume device

Table 6-13 contains the options available with the AIX £sck command.

Table 6-13 Options for the AIX fsck command
]

Option Description

-V acfs Specifies an Oracle ADVM volume on AIX. acfs designates the
Oracle ACFS type.

-n Answers no to any prompts.

-y Answers yes to any prompts.

-0 options Specifies that options follow (a, f, v). Options are preceded with the -o

flag and entered as a comma-delimited string. For example: -0 a, v
° a
Specifies to automatically fix the file system.
e f
Forces the file system into mountable state without completing a
file system check or fix.
° v
Specifies verbose mode. The progress is displayed as the
operation occurs. Running in verbose mode can impact
performance.

volume device Specifies the primary Oracle ADVM volume device.

fsck checks and repairs an existing Oracle ACFS. This command can only be run on a
dismounted file system. root privileges are required to run fsck. The Oracle ACFS driver
must be loaded for fsck to work.

By default, £sck only checks for and reports any errors. The -a flag must be specified to
instruct fsck to fix errors in the file system. Do not interrupt f£sck during the repair operation.

In a few cases, fsck prompts for questions before proceeding to check a file system. These
cases include:

» If fsck detects that another fsck is in progress on the file system
» If fsck detects that the Oracle ACFS driver is not loaded
» If the file system does not appear to be Oracle ACFS

In checking mode, fsck also prompts if there are transaction logs that have not been
processed completely due to an incomplete shutdown. To run in a non-interactive mode,
include either the -y or -n options to answer yes or no to any questions.
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fsck creates working files before it checks a file system. These working files are
created in /usr/tmp if space is available. /tmp is used if /usr/tmp does not exist. If
insufficient space is available in the tmp directory, fsck attempts to write to the current
working directory. The files that fsck creates are roughly the size of the file system
being checked divided by 32K. At most three such files are allocated. For example, a 2
GB file system being checked causes fsck to generate one to three 64K working files
in the /usr/tmp directory. These files are deleted after £sck has finished.

In the event that £sck finds a file or directory in the file system for which it cannot
determine its name or intended location (possibly due to a corruption in its parent
directory), it places this object in the /lost+found directory when fsck is run in fix
mode. For security reasons only the root user on Linux can read files in /lost+found.
If the administrator can later determine the original name and location of the file based
on its contents, the file can be moved or copied into its intended location.

The file names in the /lost+found directory are in the following formats:

parent.id.file.id.time-in-sec-since-1970
parent.id.dir.id.time-in-sec-since-1970

The idfields are the internal Oracle ACFS numeric identifiers for each file and
directory in the file system.

You can use acfsutil info id id mount point to attempt to determine the directory
associated with parent. id. This directory is assumed to be where the deleted object
originated. For information about acfsutil info, see "acfsutil info file".

If the parent directory is not known, the parent id field is set to UNKNOWN.

¢ Note:

It is not possible to see the contents of the /lost+found directory from a
shapshot.

Examples
The following example shows how to check and repair an Oracle ACFS file system.

Example 6-12 Using the fsck command

# /usr/sbin/fsck -V acfs -y -o a /dev/asm/volumel-123

Purpose
Creates an Oracle ACFS file system on the AIX operating system.

Syntax and Description

mkfs -V acfs -o h /dev/null
mkfs -V acfs [-v name ] [-s size][-o options] volume device
[-c release version]

mkfs -V acfs -o h /dev/null displays usage text and exits.
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Table 6-14 contains the options available with the AIX mkfs command.

Table 6-14 Options for the AIX mkfs command

Option Description

-V acfs Specifies the type of file system on AlX. acfs designates the Oracle
ACFS type.

-V name Specifies the name for the file system. A name can be a maximum of
64 characters. acfsutil info fs returns the name if one was
specified.

-s size Specifies the size of the file system in 512-byte units or in units of K|V

G|T|P. Units specified are in K (kilobytes), M (megabytes), G
(gigabytes), T (terabytes), or P (petabytes).

-0 options Specifies that options follow (f, h, v). Options are preceded with the -o
flag and entered as a comma-delimited string. For example: -o £, v
. f

Specifies the force option. This action creates the file system
even if there is an existing Oracle ACFS on the volume device,
although only if the file system is dismounted. This option
overwrites structures on the original file system. Use this option
with caution.

e h
Displays the usage text and exits.

e i=512 | i=4096
Specifies a file system with metadata block size of 512 or 4096
bytes.

° \%
Specifies verbose mode. The progress is displayed as the
operation occurs.

volume device Specifies an Oracle ADVM device file that is to be formatted.

-c release version Creates an Oracle ACFS file system with Oracle ACFS release
compatibility set to the value of release_version.

You can use mkfs to create the on disk structure needed for Oracle ACFS file system to be
mounted. The mkfs command is the traditional Linux command used to build a file system.
After mkfs runs successfully, the USAGE column in the V$SASM VOLUME view displays ACFS. root
privilege is not required. The ownership of the volume device file dictates who can run this
command.

The value specified with the -c release version option must be greater than or equal to the
value of COMPATIBLE.ADVM for the disk group, and must be less than or equal to the running
Oracle Grid infrastructure release version. If —c release version is not specified, the value
of COMPATIBLE.ADVM is used. After the compatibility is set, it cannot be downgraded. The —c
release version option can be used in situations where it is not possible, or desirable, to
update COMPATIBLE.ADVM and COMPATIBLE.ASM for the disk group, but you want to use an
Oracle ACFS feature that requires a compatibility increase. After the Oracle ACFS
compatibility is updated, it is no longer possible to mount the file system with an older Oracle
Grid infrastructure release. To change the compatibility of an existing file system, refer to
acfsutil compat set. For information about Oracle ASM disk group compatibility attributes, see
Oracle ACFS Features Enabled by Compatibility Attribute Settings.
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The minimum file system size is 200 MB for the 512 byte metadata block size format
and 512 MB for the 4 KB metadata block size format.

The Oracle ACFS driver must be loaded for mkfs to work.

4 KB Sector/Metadata

The following list summarizes the use of the -o i option and metadata block size
based on the value of the COMPATIBLE.ADVM disk group attribute.

e If COMPATIBLE.ADVM is set to 12.2 or greater, then the metadata block size is 4096
bytes by default.

e If COMPATIBLE.ADVM is set to less than 12. 2, then the block size is set to 512 bytes.

e If COMPATIBLE.ADVM is set to less than 12.2 and the logical sector size is not 512
bytes, then the command fails.

User data 10 continues to support transfers as small as 512 bytes for normal user 10
requests. When the Oracle ADVM volume of the file system has a logical disk sector
size of 4 K, user Direct IO requests should be aligned on 4 K file offsets and be a
multiple of 4 KB lengths for the best performance. Note that only 4 K metadata block
size formats support ADVM volumes with 4 K logical disk sectors.

The COMPATIBLE.ADVM value must be set to 12.2 or higher to format an Oracle ADVM
volume whose logical disk size is 4096 or to use the -o i=4096 option to format an
Oracle ADVM volume whose logical disk sector size is 512 bytes.

Examples

Before creating an Oracle ACFS file system, first determine which Oracle ADVM
volume devices are available. You can use the ASMCMD volinfo command to display
information about the volumes and volume devices.

ASMCMD [+] > volinfo -a
Volume Name: VOLUME1

Volume Device: /dev/asm/volumel-123
State: ENABLED

For more information about volinfo, refer to Managing Oracle ADVM with ASMCMD.
Next create an Oracle ACFS file system on the volume device file.

Example 6-13 Using the mkfs command

$ /usr/sbin/mkfs -V acfs /dev/asm/volumel-123

Purpose

Mounts an Oracle ACFS file system on the AlIX operating system.

Syntax and Description

mount -V acfs -o h /dev/null /xxx
mount -v acfs [-o options] volume device mount point
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mount -V acfs -o h /dev/null /xxx displays usage text and exits.

Table 6-15 contains the options available with the mount command.

Table 6-15 Options for the AIX mount command

Option Description

-v acfs Specifies the type of file system on AlX. acfs designates the Oracle
ACFS type.

-0 options Specifies that options follow. Options are preceded with the -o flag

volume device

mount point

followed by a comma-delimited string of options. For example: -o

all,ro,v

The following options are available:

. all
Reads the Oracle ACFS managed file systems in the Oracle
Clusterware namespace, mounting all file systems with the
AUTO_START=always.
The -0 all option requires two placeholders to satisfy the
command arguments: a dummy argument for the volume device
and directory.
When the -0 all option is specified, other -o options are
ignored.
To specify mount options for a registry entry, include those
options with the acfsutil registry command when you add
the entry to the registry.

. h
Displays the usage help text and exits.

¢ nosuid
Specifies that the execution of setuid and setgid programs by
way of this mount is not allowed.

e nodev
Specifies that you cannot open devices from this mount.

e norootsuid
Fails the execution of binaries by non-root users whose
permissions allow set user Id execution, and are owned by root.
An attempt to run these executables as a non-root user fails with
a permission denied error.

e rootsuid
Allows the execution of binaries by non-root users of set user Id
files owned by root. This is the default action.

e 10
Mounts the file system in read-only mode.

° rw
Mounts the file system in read-write mode.

° A%
Specifies verbose mode. The progress is displayed as the
operation occurs.

Specifies an Oracle ADVM volume device file that has been formatted
by mkfs. device is required but can be a dummy value.

Specifies the directory where the file system is mounted. This
directory must exist before you run the mount command.
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mount attaches a file system to the Oracle ACFS hierarchy at the mount point that is
the name of a directory. The mount happens on the node where the mount command
was issued. The mount command returns an error if the file system is not in a
dismounted state on this node.

It is not always possible to return the cause of a mount failure to the mount command.
When this happens Oracle ACFS writes the cause of the failure to the system console
and associated system log file.

After mount runs successfully, the MOUNTPATH field in the V$ASM VOLUME view displays
the directory name on which the file system is now mounted.

An Oracle ACFS file system should only be mounted on one mount point. The same
mount point name should be used on all cluster members.

root privilege is required to run mount.

Examples

The first example shows how to mount volumel-123 on the mount point /acfsmounts/
acfsl. The second example shows how to mount all the registered Oracle ACFS file
systems. The dummy names (none) have been entered as placeholders for the device
and directory as these arguments are required, but not used, when the all option is
specified.

Example 6-14 Using the mount command

# /usr/sbin/mount -v acfs /dev/asm/volumel-123 /acfsmounts/acfsl

# /usr/sbin/mount -v acfs -o all none none

umount/umountall

ORACLE

Purpose

Dismounts an Oracle ACFS file system on the AlX operating system.

Syntax and Description

umount [mount point | volume device]
umountall -F acfs

unmountall -F acfs dismounts all Oracle ACFS file systems.

Table 6-16 contains the options available with the umount command.

Table 6-16 Options for the AIX umount command

|
Option Description

mount_point Specifies the directory where the file system is mounted. Valid
only with umount.

volume device Specifies the Oracle ADVM volume device name associated with
the file system. Valid only with umount.

-Facfs Specifies the type of file system on AIX. acfs designates the
Oracle ACFS type. Valid only with umountall.
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umount and umountall detach an Oracle ACFS from the file system hierarchy on the current
node.

The umount and umountall commands do not return control back to the operating system
prompt until the file system has been completely unmounted.

If a file system is busy, umount and umountall fail.

root privileges are required to run the umount and umountall commands.

Examples

The following examples show how to dismount an Oracle ACFS file system. The first
example specifies the mount point of the file system to dismount. The second example
specifies the volume device associated with the file system to dismount. The third example
dismounts all Oracle ACFS file systems.

Example 6-15 Using the umount command

# /usr/sbin/umount /dev/asm/volumel-123
# /usr/sbin/umount /acfsmounts/acfsl

# /usr/sbin/umountall -F acfs

Oracle ACFS Command-Line Tools for Tagging

This topic provides a summary of the Oracle ACFS tagging commands.
Table 6-17 lists the Oracle ACFS tagging commands with brief descriptions.

On Solaris, acfsutil tag commands can set tag names on symbolic link files, but backup
and restore utilities do not save the tag names that are explicitly set on the symbolic link files.
Also, symbolic link files lose explicitly set tag names if they have been moved, copied, tarred,
or paxed.

Table 6-17 Summary of commands for Oracle ACFS tagging

Command

Description

acfsutil tag info
acfsutil tag set

acfsutil tag unset

Displays the tags for directories or files in Oracle ACFS file systems.
Adds a tag to directories or files in an Oracle ACFS file system.

Removes a tag or all tag names from directories or files in an Oracle
ACFS file system.

ORACLE
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¢ See Also:

e Oracle ACFS Tagging for an overview of Oracle ACFS tagging

e About Using Oracle ACFS Command-Line Tools for information about
running Oracle ACFS acfsutil commands

e Oracle ACFS Tagging Generic Application Programming Interface for
information about Oracle ACFS tagging application programming
interfaces (APIS)

acfsutil tag info

ORACLE

Purpose

Displays the tag names for tagged directories or file names in Oracle ACFS file
systems.

Syntax and Description

acfsutil tag info -h
acfsutil tag info [-r] [-c -t tagname] path [path ...]
acfsutil tag info [-c -t tagname]

acfsutil tag info -h displays help text and exits.

Table 6-18 contains the options available with the acfsutil tag info command.

Table 6-18 Options for the acfsutil tag info command
|

Option Description

-t tagname Specifies the tag hame string to display. Enclose the string in
quotes if the string contains a space.

path Specifies the path name to one or more files or directories.

-r Specifies recursive action on a specified path.

-c Specifies case-insensitive partial matching on the tag name.

The acfsutil tag info command can recursively apply the operation to all child files
and subdirectories if the -r option is included with specified directory path names.

If no path names are specified, the acfsutil tag info command searches all Oracle
ACFS mount points for tagged files.

Only the paths of tagged files in an Oracle ACFS file system are displayed. If the -t
tagname option is included, only paths of files with a tag name exactly matching the
specified tagname are displayed. If the -c option is included, then tagname can be a
case-insensitive substring of a tag name for a successful match. For example, the
acfsutil tag info -c -t AG command would display path names of files with tag
names such as tagl, ag, Or AG.

Any user may use this command to display tag info on a directory to which the user
has read access.
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Examples
The following example show the use of the acfsutil tag info command.

Example 6-16 Using the acfsutil tag info command

$ /sbin/acfsutil tag info -r /acfsmounts/acfsl/myrepfiles/

acfsutil tag set

ORACLE

Purpose

Adds the given tag to the specified files or directories in an Oracle ACFS file system

Syntax and Description

acfsutil tag set -h
acfsutil tag set [-v] [-r] tagname path [path ...]

acfsutil tag set -h displays help text and exits.

Table 6-19 contains the options available with the acfsutil tag set command.

Table 6-19 Options for the acfsutil tag set command

_________________________________________________________________________|
Option Description

tagname Specifies a tag name string. Enclose the string in quotes if the string
contains a space.

The tag string can be composed of ASCII characters that include: a-b,
A-Z, 0-9, the space character, the hyphen, and the underscore. The
maximum length of a tag name is 32 characters.

all is a reserved tag name and cannot be set on any file or directory.

path Specifies the path string to one or more files or directories.
-r Specifies recursive action on the specified path.
-v Displays the progress of the operation.

The command can recursively apply the operation to all child files and subdirectories for the
specified directory path names.

When adding a tag name to a file or directory, the existing tags on that file or directory remain
unchanged. New files that are created after a directory is assigned a tag implicitly inherit tags
from their parent directories. Existing files in the directory do not inherit the new tag; these
files must be explicitly assigned the tag. Renaming a file or moving a file to a subdirectory
within the same file system does not cause the file to inherit tag names from the new parent
directory. Moving a file between file systems uses a copy operation and the newly created file
does inherit the tag names of the parent directory.

There is no fixed maximum number of tag names for an Oracle ACFS file system or for each
file and directory. However, the number of tag names is limited by the tag names that fit in up
to 64 KB of special metadata storage for each file and directory. This metadata also contains
information to manage the extended attributes. Longer tag names reduce the total of tag
names that can be set on a file or directory. For example, if all tag names were 4 bytes long,
then it is possible to hold approximately 1730 tag names, assuming no other extended
attribute information is present.
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Any user who has the privilege to modify the target file or directory may run this
command.

Examples
The following example show the use of the acfsutil tag set command.

Example 6-17 Using the acfsutil tag set command

$ /sbin/acfsutil tag set repl grpl -r /acfsmounts/acfsl/myrepfiles/*.dat

acfsutil tag unset

Purpose
Removes the given tag name or all tag names from the specified file or directory.

Syntax and Description

acfsutil tag unset -h
acfsutil tag unset [-v] [-r] {all | tagname} path [path ...]

acfsutil tag unset -h displays help text and exits.

Table 6-20 contains the options available with the acfsutil tag unset command.

Table 6-20 Options for the acfsutil tag unset command

Option Description

all Specifies to remove all tags in the path string.

tagname Specifies a tag name string. Enclose the string in quotes if the
string contains a space.

path Specifies the path string to one or more files or directories.

-r Specifies recursive action on the specified path.

-V Displays the progress of the operation.

The command can recursively apply the operation to all child files and subdirectories
for the specified directory path names.

When removing a tag name from a file or directory, other existing tags on that file or
directory remain unchanged.

Any user who has privilege to modify the target file or directory may run this command.

Examples
The following example show the use of the acfsutil tag unset command.

Example 6-18 Using the acfsutil tag unset command

$ /sbin/acfsutil tag unset repl grpl -r
/acfsmounts/acfsl/myrepfiles/*.log
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Oracle ACFS Command-Line Tools for Replication

This topic provides a summary of the commands for Oracle ACFS snapshot-based
replication.

Table 6-21 lists the Oracle ACFS snapshot-based replication commands with brief
descriptions. For an overview of Oracle ACFS replication, refer to Oracle ACFS Replication.

For information about running Oracle ACFS acfsutil commands, refer to About Using
Oracle ACFS Command-Line Tools.

Most acfsutil repl commands may be run either with system administrator privileges or as
the replication user repluser. This is true for all acfsutil repl commands except for the
following commands that read but never modify replication state:

The acfsutil repl info and acfsutil repl bg info commands may be run by any
Oracle ASM administrator user.

The acfsutil repl compare command is allowed to be run by any Oracle ASM
administrator user, but should be run as root to maximize its access to the files being
compared.

" Note:

Starting with Oracle ACFS 21c, Oracle ACFS replication protocol version 1 is
desupported. Replication protocol version 1 has been replaced with snapshot-
based replication version 2, introduced in Oracle ACFS 12c Release 2 (12.2.0.1).

Table 6-21 Summary of commands for Oracle ACFS replication

Command

Description

acfsutil repl bg

acfsutil repl compare

acfsultil repl failover

acfsutil repl info

acfsutil repl init
acfsutil repl pause
acfsutil repl resume

acfsutil repl reverse

acfsutil repl sync
acfsutil repl terminate
acfsutil repl trace

acfsutil repl update

Starts, stops, or displays information about the Oracle ACFS replication
background processes.

Verifies that files have been replicated on an Oracle ACFS storage
location.

Converts the role of the replication standby location to that of a primary
location in the event of an unplanned failure.

Displays information about replication processing on an Oracle ACFS
storage location.

Initiates replication on files in an Oracle ACFS storage location.
Pauses replication on an Oracle ACFS storage location.
Resumes replication on an Oracle ACFS storage location.

Reverses the roles of the replication primary and standby storage
location.

Synchronizes primary and standby storage locations.
Stops all replication activity on the Oracle ACFS storage location.
Specifies the trace level for replication information.

Updates replication information while replication is running.

ORACLE
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acfsutil repl bg

ORACLE

Purpose

Starts, stops, or displays information about the Oracle ACFS replication background
processes.

Syntax and Description

acfsutil repl bg -h
acfsutil repl bg {start | stop | info} [snap shot@]mount point

acfsutil repl bg -h displays help text and exits.

The following table contains the options available with the acfsutil repl bg
command.

Table 6-22 Options for the acfsutil repl bg command
|

Option Description

start Starts the replication background processing.

stop Stops the replication background processing

info Displays information about the replication background process

through the associated clusterware resource. If the resource is
ONLINE on a node in the primary cluster, the process is running.
Otherwise, the process is not running.

[snap shot@mount point Specifies a location being replicated, either the mount point or a
snapshot of a mounted primary file system.

Oracle ACFS replication uses a background process on the primary cluster to
transport file system changes to the standby location, either a file system or snapshot.
This process must be running for replication to function. When replication is started
with the acfsutil repl init command, the process is started and registered with
Oracle Clusterware, enabling an automatic restart after a reboot or system crash. This
process is clusterwide.

To determine if the Oracle ACFS replication background process is running at the
primary site, you can run the acfsutil repl bg info command on the primary cluster.
For examples of the use of the command, refer to Example 6-19.
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< Note:

A primary file system containing a location participating in replication can always be
unmounted, even if its replication background process is running. The
umountcommand stops the background process if it is necessary to enable the
unmount to proceed. Any in-progress replication operation is interrupted. When a
primary file system containing a location participating in replication is remounted,
replication automatically restarts and the background process is restarted.

A standby file system containing a location participating in replication can be
unmounted only if a replication operation is not currently in progress on it. If a
replication operation is in progress, then an attempt to unmount the file system fails
with an indication that the file system is busy.

Examples

Example 6-19 shows the use of the acfsutil repl bg command to display information about
replication processes.

Example 6-19 Using the acfsutil repl bg command

$ /sbin/acfsutil repl bg info /acfsmounts/acfsl
Resource: ora.repl.dupd.crsdgl.crsdglvoll.acfs
Target State: ONLINE

Current State: ONLINE on primnodel

acfsutil repl compare

ORACLE

Purpose

Verifies that files have been replicated on an Oracle ACFS storage location.

Syntax and Description

acfsutil repl compare -h
acfsutil repl compare [-v] [ -a [-s] | -t { all | tagname, ...} [-s] ]
[snap shot@]primary mount point [snap shot@]standby mount point

acfsutil repl compare -h displays help text and exits.

The following table contains the options available with the acfsutil repl compare command.

Table 6-23 Options for the acfsutil repl compare command
]

Option Description
-a Compares all files and their extended attribute names.
-t {all| tagname, ...} Compares files with all or some tag names specified in the acfsutil

repl init operation. The all option specifies all tag names supplied
inthe acfsutil repl init operation. A comma-delimited list of tag
names must only use tag names specified during the acfsutil repl
init operation.
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Table 6-23 (Cont.) Options for the acfsutil repl compare command

_________________________________________________________________________|
Option Description

-s Skips comparisons on symlinks for extended attributes and tags when
using the -a or -t option. The symlinks are still checked for
everything else, such as permissions and ownership.

-V Causes the name of the file in each location to be output after the file
is compared.

[snap shot@lprimary moun Specifies a location being replicated, either the mount point or a
t point snapshot of a mounted primary file system.

[snap shot@]standby moun Specifies a location being replicated, either the mount point or a
t point snapshot of a mounted standby file system.

The acfsutil repl compare command verifies all or part of the primary location has
been replicated to the standby location. The standby location must be mounted locally
for comparison. Best results are obtained when the primary location is changing as
little as possible. The command always tries to check all files on the primary location
against those on the standby location. To maximize the ability of the command to
check all files, it should be invoked as the root user. However, this is not required -- the
command will try to compare files when invoked as any user.

The -a option is typically used when no tag names were specified during the acfsutil
repl init operation. The -a option compares all files on the primary location against
those on the standby location. The -a option also enables tests for extra files on the
standby location that do not exist on the primary. When testing for extra files, the
command also attempts to check extended attributes. However, if NFS is used to
mount the standby location locally, the standby cannot be checked for matching
extended attributes due to limitations in the NFS protocol.

The -t option is used when tags were specified during the acfsutil repl init
operation. The -t operation locates all file names on the primary location with the
specified tag names and compares them to the corresponding files on the standby.
The -t option takes as arguments either a11 option or a comma-delimited list of tag
names. If the -t option is used with the a1l argument, then all tag names supplied
during the acfsutil repl init operation are selected. Otherwise, any specified tag
names must exactly match a tag name supplied during the acfsutil repl init
operation. The -t option also tests for extra files on the standby location that do not
have an associated tag name that was specified during the acfsutil repl init
operation. If NFS is used to mount the standby location locally, the standby cannot be
checked for matching tag names and extended attributes due to limitations in the NFS
protocol.

You can use the acfsutil repl info -c option to determine which tags were specified
during the acfsutil repl init operation.

The -a and -t options cannot both be specified at that same time. When -a or -t is
provided, the —s option can also be specified to skip extended attribute comparisons
for symlinks. If neither the -a nor -t option is provided, a primary to standby file
comparison is done without testing tag names nor extended attributes.

The -v option may be specified to output the name of each file after the file is
compared.
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Examples
Example 6-20 shows the use of the acfsutil repl compare command.

Example 6-20 Using the acfsutil repl compare command

$ /sbin/acfsutil repl compare /acfsmounts/acfsl /nfs mounted standby

acfsutil repl failover

ORACLE

Purpose

Converts the role of the replication standby location to that of a primary location, and
potentially the role of the corresponding primary location to that of a standby.

Syntax and Description

acfsutil repl failover -h
acfsutil repl failover [-T timeout] [snap shot@]mount point

acfsutil repl failover -h displays help text and exits.

The following table contains the options available with the acfsutil repl failover command.

Table 6-24 Options for the acfsutil repl failover command

. ______________________________________________________________________|
Option Description

-T timeout Specifies the time to wait (minutes) before determining that the
primary location is unavailable. If the -T option is omitted, the primary
location is checked once for availability.

[snap shot@mount point  Specifies a location being replicated, either the mount point or a
snapshot of a mounted file system.

The acfsutil repl failover command reverses the role of a replication standby location
such that it becomes a replication primary location. The failover command insures that the
standby location contains an exact copy of the results of the last successful replication
transfer. If necessary, the command restores the location back to its state as of that transfer.
acfsutil repl failover behaves differently based on the scenario in which it was run:

* Both the standby location and corresponding primary location are operating normally

In this scenario, the command reverses the replication relationship. There is no data loss.
Note that failover fails in this case if replication is paused. To enable this case to succeed,
run acfsutil repl resume.

*  The primary location is not currently available, but you want to wait until it is back online

In this scenario, the command verifies the status of the replication primary. If the primary
is not accessible and the timeout period has expired (if specified), then the command
restores the standby location to its state as of the last successful replication transfer and
converts it into a replication primary. Some data loss is possible, for example if there was
a transfer in process when the primary location became unavailable. When the original
primary location becomes available, it is aware that the failover command has been run
and converts itself into a replication standby location.
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*  The primary location is not currently available and you do not want to wait until it is
back online

In this scenario, the command verifies the status of the replication primary. If the
primary is not accessible and the timeout period has expired (if specified), then the
command restores the standby location to its state as of the last successful
replication transfer and converts it into a replication primary. Some data loss is
possible, for instance if there was a transfer in process when the primary location
became unavailable. After the failover command has been run, you have two
options:

— First, a new standby location can be configured using the acfsutil repl
update command. Note that it is harmless if the original primary returns (as a
standby) after you have specified the new standby. The original primary
location remains idle (as a standby) until you run acfsutil repl terminate
standby for that location.

— Alternatively, you can terminate replication by running acfsutil repl
terminate primary on the new primary.

When the current primary location is active, you should quiesce application updates to
the primary before running acfsutil repl failover. Any updates attempted to the
current primary location before its conversion to a standby are discarded. Any updates
attempted to it after its conversion fail, just as updates would to any other standby
location.

When application updates are resumed, they must be directed to the new primary
location.

Examples

The following example shows the use of the acfsutil repl failover command. The
command is invoked on the standby location (/repl data).

Example 6-21 Using the acfsutil repl failover command

acfsutil repl failover /repl data

¢ See Also:

« acfsutil repl update for information about updating replication information

e Configuring Oracle ACFS Snapshot-Based Replication for information
about configuring ssh for use with Oracle ACFS replication

acfsutil repl info

ORACLE

Purpose

Displays information about replication processing on an Oracle ACFS storage location.

Syntax and Description

acfsutil repl info -h

acfsutil repl info -c [-v] {[snap shot@]lmount point}
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acfsutil repl info -c -u user [-o sshStrictKey=yn value] standby host [standby host...]
[snap shot@]primary mount point

acfsutil repl info -c -u user [-o sshStrictKey=yn value] primary host [primary host...]
[snap shot(@]standby mount point

acfsutil repl info -s [-v][-1] [-n number{m|h|d|w]|y}]

{-f eventlog | [snap shot@]mount point}}
acfsutil repl info [-al-el|-t] [-Vv][-1]

{-f eventlog | [snap shot@]mount point }

acfsutil repl info -h displays help text and exits.

The following table contains the options available with the acfsutil repl info command.

Table 6-25 Options for the acfsutil repl info command

Option Description

-a Displays only apply records from the replication event log. An apply
record contains the date and time that the set of replicated changes
were captured on the primary location and the date and time that they
were applied on the standby location.

-c Displays configuration information.

-e Displays only error records from the replication event log.

-f eventlog Specifies the absolute path to the replication event log to be used as
the source of the information. The default location is:
mount point/.ACFS/repl/logs/ReplicationEventsLog

-h Displays help text.

-1 Displays last event only.

-n number{m|h|d|w|y}

-u user

-0 sshStrictKey=yn value

-t
-v

standby host

[snap shot@primary mount
_point

Specifies the interval to display information. number specifies the
number of minutes (m), hours (h), days (d), weeks (w), or years (y).
For example: -n 5d

The statistics are summarized in the units of time specified.
Validates the host and user keys currently configured between the

current host and each standby host specified with a standby
argument, using user as the user for which access is validated.

Specifies whether ssh should use strict host-key checking. A value
starting with y enables this checking, which is the default setting. A
value starting with n disables the checking.

Displays statistical information. It is important that the primary and
standby nodes are running a network time service to ensure that the
statistics are meaningful.

Displays only transport records from the replication event log.
Displays verbose output.

Specifies a hostname or IP address for one of the standby hosts to be
processed when the —u option is specified.

Specifies a location participating in replication, either a directory or a
shapshot where the primary file system is mounted.
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Table 6-25 (Cont.) Options for the acfsutil repl info command

_________________________________________________________________________|
Option Description

primary host Specifies a hostname or IP address for one of the primary hosts to be
processed when the -u option is specified.

[snap shot(@]standy mount Specifies a location participating in replication, either a directory or a
point snapshot where the standby file system is mounted.

[snap shot@mount point  Specifies a location being replicated, either the mount point or a
snapshot of a mounted primary or standby file system.

To display information about replication configuration, use acfsutil repl info with the
-c option. The configuration information includes a Applied primary as of timestamp
that identifies the point in time on the primary location that the standby location
represents. You can use this timestamp to set back a database to this point in time if it
is necessary to keep the data in Oracle ACFS location synchronized with the database
data replicated with Oracle Data Guard.

When specifying the -u option, the command should be run as repluser, the
replication user. With this option, the command confirms that ssh, as used by
shapshot-based replication, can connect from the local cluster to the remote cluster.
The command should be used in two contexts:

e On each host of the primary cluster, to confirm that ssh can connect to all standby
hosts and log in as user on each host

* On each host of the standby cluster, to confirm that ssh can connect to all primary
hosts and log in as user on each host

When the command is run on a primary host, each standby_host string specifies a
hostname or host IP address for a standby node. The specified

[snap shot€lprimary mount point should be the active Oracle ACFS location in the
primary cluster that is to be used for replication.

When the command is run on a standby host, each primary_host string specifies a
hostname or host IP address for a primary node. The specified

[snap shot€]standby mount point should be the active Oracle ACFS location in the
standby cluster that is to be used for replication.

In all cases, the user specified should be the same as the repluser specified in the
acsfutil repl init command. If strict host-key checking was or is to be disabled for
this instance of replication, for example with acsfutil repl init primary using -o
sshStrictKey=no, then the option should also be specified here to skip host-key
validation. acfsutil repl info -c -u can be run at any time, whether or not replication
is currently active on the specified Oracle ACFS location.

To display information about replication statistics, use acfsutil repl info with the -s
option.

To display information about all replication events, use acfsutil repl info with no
options. To display information about a specific kind of event, use acfsutil repl info
with the -a, -e, or -t option.

Examples

Example 6-22 shows the use of the acfsutil repl info command.
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Example 6-22 Using the acfsutil repl info command
The validation command has the following format:

# /sbin/acfsutil repl info -c -u repluser standby-addrl [standby-addr2 ..]
my primary mountpoint

The command confirms that user repluser can use ssh to connect to each standby-addr
given in the same way as replication does when initializing. The my_primary_mountpoint
given should be the active Oracle ACFS mount point that is to be used for replication.

If you have two standby nodes named standby1 and standbyZ2, and also have a VIP named
standby12_vip that can designate either node, then you can validate the key setup for the
standby1 /standby? cluster by running the following command on each node of the primary
cluster:

# /sbin/acfsutil repl info -c -u repluser standbyl standby2 my primary mountpoint

The same command would be used for validation using the VIP standby12_vip to connect to
the cluster.

If you plan to disable strict host key checking, you can skip this checking by adding the -o
sshStrictKey=no option to the command line.

Additional commands for displaying statistics and apply records are the following:

$ /sbin/acfsutil repl info -s -n 5d /acfsmounts/acfsl

$ /sbin/acfsutil repl info -a -v /acfsmounts/acfsl

acfsutil repl init

Purpose

Initiates replication on all the files in an Oracle ACFS storage location or only those files with
a specified list of tags.

Syntax and Description

acfsutil repl init -h
acfsutil repl init standby -u repluser [-d trace level] [snap shot@]standby mount point

acfsutil repl init primary -s repluser@netname { -C | -M | -1 interval} [tag name...]

[-m [snap shot@]standby mount point] [-d trace level] [-z
{on | off}]

[-0 sshCmdPath=pathname] [-o sshStrictKey=ynvalue]

[-o sshCipher=ciphername] [-o sshOptions=options] [-p
[repluser@] netname]

[snap shot@]primary mount point

acfsutil repl init -h displays help text and exits.

The following table contains the options available with the acfsutil repl init command.
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Table 6-26 Options for the acfsutil repl init command

Option Description
primary Specifies replication of the primary location.
standby Specifies replication of the standby location.

-srepluser@netname

—iinterval

tag name

-m
[snap shot@]standby mo
unt point

-d trace level

-z on|off

-0 sshCmdPath=pathname

Specifies a standard ssh connection string for the primary site to
contact the standby site.

The repluser in the connection string is the user that ssh logs in
as on the standby node. Choose a minimally-privileged user
identity. The user should have Oracle ASM administrator
privileges and should belong to the Oracle DBA group.

¢ Note:

The same user and group identities
(including all uids and gids) must
be specified for the replication user
on both your primary cluster and
your standby cluster.

The netname in the connection string specifies a network
endpoint, such as a host name, VIP name, or IP address.

Specifies replication in constant mode. Snapshots are
continuously generated and replicated to the standby site. As
soon as the replication of each snapshot completes, the
generation of a new snapshot is started.

Specifies replication in manual mode. After the initial replication
operation is performed, no further replication occurs until
requested manually by running acfsutil repl sync.

Specifies replication in interval (scheduled) mode. A new
snapshot is taken and replicated with the frequency specified, if
possible. A suffix must be given to specify the units in which
interval is measured. The suffix must be either s (seconds), m
(minutes), h (hours), d (days), or w (weeks). For example, 30m is
thirty minutes and 2h is two hours.

Specifies one or more tag names to be used in restricting
replication. When tag names are specified, only files that are
tagged with at least one of the those tag names are replicated.
For information about Oracle ACFS tags, refer Oracle ACFS
Tagging.

Specifies the standby storage location, if it is different than the
primary location.

Specifies the trace level setting [0..6].

Turns on or off compression of the replication data stream sent
from primary to standby.

Specifies the pathname to the ssh command.
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Table 6-26 (Cont.) Options for the acfsutil repl init command

______________________________________________________________________|
Option Description

-0 Specifies whether ssh should use strict host-key checking. A
sshStrictKey=ynvalue  value starting with y enables this checking, which is the default
setting. A value starting with n disables the checking.

-0 Specifies the cipher that is passed to ssh to encrypt its sessions.
sshCipher=ciphername

-0 sshOptions=options Specifies options to be passed to each invocation of ssh made
by replication. No restrictions are imposed on the contents of
options. However, the resulting invocation of ssh is validated
before replication is started, and acfsutil repl init primary
fails if the validating invocation of ssh fails.

-p [repluser@]netname Specifies the network endpoint for the primary location. netname
names a network endpoint, such as a host name, VIP name, or
IP address. netname is checked to ensure it can be accessed.
repluser, if given, must match the repluser specified to
acfsutil repl init standby.
If -p is not given, then the SCAN VIP associated with the
primary cluster, if available, is used as the network endpoint for
the primary location. If the SCAN VIP is not available, then the
hostname of the machine where this command was invoked is
used.

-u Specifies the repluser.

[snap shot@]standby mo Specifies a location being replicated, either the mount point or a
unt_point snapshot of a mounted standby file system.

[snap shot@]primary mo Specifies a location being replicated, either the mount point or a
unt point snapshot of a mounted primary file system.

The acfsutil repl init primary and standby commands initiate replication between a
specified primary site and a specified standby site. The acfsutil repl init standby
command must be run first. Next, run the acfsutil repl init primary command.

When the acfsutil repl init primary command completes successfully, processing begins
to replicate initial copies of all specified files to the standby location. In addition, any changes
to these files and any new files subsequently created in the primary storage location are
captured and transported to the standby location. However, successful completion of the
command does not indicate that the specified files have been copied in full to the standby
location. To monitor the progress of the initial replication of all specified files to the standby
location, users can run the acfsutil repl info -c command.

The initial replication operation is based on a snapshot of the primary location, which is
transferred to the standby location in its entirety. Each subsequent replication operation uses
a later snapshot of the primary location, and only the differences between that snapshot and
the last previous snapshot are transferred to the standby location.

All directories in the primary location are always replicated to the standby, even if tags are
specified.

Symbolic link files are replicated as is. If the symbolic link resolves to an absolute path name,
and that path name does not exist on the standby location, then referencing the symbolic link
results in errors.
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On platforms that support named sockets, character device files or block device files,
these file types are not replicated.

The file system containing a primary or standby storage location can be mounted on
only one mount point in its cluster. The file system does not have to be mounted on all
of the nodes in a cluster, but if it is mounted, it must be mounted on the mount point
specified with the acfsutil repl init command. In addition, no other file system can
be mounted on that mount point on other nodes.

A single Oracle ACFS location cannot be configured both as a primary and a standby
location. If replication is configured on the same host or within the same cluster, then
the primary and standby locations cannot use the same named mount point.

Replication is allowed between sites running any combination of the Linux, Solaris or
AIX operating 