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Audience

Preface

The Oracle Automatic Storage Management Administrator’s Guide describes how to
administer Oracle Automatic Storage Management (Oracle ASM) for Oracle databases.
This Preface contains the following topics:

= Audience
= Documentation Accessibility
= Related Documents

s Conventions

The audience for this book includes system administrators, database administrators,
and storage administrators. The Oracle Automatic Storage Management Administrator’s
Guide is intended for database and storage administrators who perform the following
tasks:

= Administer and manage Oracle ASM
s Configure and administer Oracle ASM

To use this document, you should be familiar with basic Oracle Database concepts and
administrative procedures. Also, you might want to review the documentation for
Oracle Clusterware and Oracle Real Application Clusters (Oracle RAC). See "Related
Documents" on page xxvi.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For
information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or
visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing
impaired.

Accessibility of Code Examples in Documentation

Screen readers may not always correctly read the code examples in this document. The
conventions for writing code require that closing braces should appear on an
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otherwise empty line; however, some screen readers may not always read a line of text
that consists solely of a bracket or brace.

Accessibility of Links to External Web Sites in Documentation

This documentation may contain links to Web sites of other companies or
organizations that Oracle does not own or control. Oracle neither evaluates nor makes
any representations regarding the accessibility of these Web sites.

Related Documents
For more information, refer to the following Oracle resources:
s Oracle Database 2 Day DBA
»  Oracle Database 2 Day + Real Application Clusters Guide
»  Oracle Database Administrator’s Guide
»  Oracle Database Concepts
»  Oracle Database Net Services Administrator's Guide
»  Oracle Clusterware Administration and Deployment Guide
»  Oracle Real Application Clusters Administration and Deployment Guide

s Platform-specific guides, including Oracle Database, Oracle Grid Infrastructure,
and Oracle Real Application Clusters installation guides

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated
with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for
which you supply particular values.

monospace Monospace type indicates commands within a paragraph, URLs, code
in examples, text that appears on the screen, or text that you enter.
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What's New in Oracle Automatic Storage

Management?

This chapter describes the new features for Oracle Automatic Storage Management
(Oracle ASM).

This chapter contains the following topics:

Oracle Automatic Storage Management 11g Release 2 (11.2.0.3) New Features

Oracle Automatic Storage Management 11g Release 2 (11.2.0.2) New Features

Oracle Automatic Storage Management 11g Release 2 (11.2.0.1) New Features

Oracle Automatic Storage Management 11g Release 1 (11.1) New Features
See Also: Oracle Database New Features Guide for a complete

description of the new features in Oracle Database 11g release 2
(11.2)

Oracle Automatic Storage Management 11g Release 2 (11.2.0.3) New

Features

Note: This functionality is available starting with Oracle Automatic
Storage Management 11g Release 2 (11.2.0.3).

This section describes the Oracle Automatic Storage Management (Oracle ASM) 11¢
release 2 (11.2.0.3) new features:

Read-write Oracle ACFS snapshots

This feature supports read-write snapshots on Oracle ACFS file systems. For
information about Oracle ACFS snapshots, refer to "About Oracle ACFS
Snapshots" on page 5-8.

The acfsutil snap commands support read-write snapshots. For information
about these commands, refer to "Oracle ACFS Command-Line Utilities for
Multiple Environments" on page 13-95.

Support for Oracle ACFS Security and Encryption on Windows

This feature supports Oracle ACFS Security and Encryption on Windows
platforms. For information about security and encryption functionality, refer to
"Oracle ACFS Security" on page 5-13 and "Oracle ACFS Encryption” on page 5-15.

XXVii



Support for Oracle ACFS Replication and Tagging on Windows

This feature supports Oracle ACFS Replication and Tagging on Windows
platforms. For information about replication and tagging functionality, refer to
"Oracle ACFS Replication" on page 5-17 and "Oracle ACFS Tagging" on page 5-19.

Support for additional file types

Oracle ACFS supports, without snapshots, RMAN backups, archive logs, and Data
Pump dumpsets. For more information, refer to "Overview of Oracle ACFS" on
page 5-1.

Oracle Automatic Storage Management 11g Release 2 (11.2.0.2) New

Features

XXViii

Note: This functionality is available starting with Oracle Automatic
Storage Management 11g Release 2 (11.2.0.2). For release 2 (11.2.0.2),
Oracle ACFS encryption, replication, security, and tagging are
available on Linux.

This section describes the Oracle Automatic Storage Management (Oracle ASM) 11¢
release 2 (11.2.0.2) new features:

Oracle ACFS security

The Oracle ACFS security feature provides realm-based security for Oracle ACFS
file systems.

Oracle ACFS security enables you to create realms to specify security policies for
users and groups to determine access on file system objects. The Oracle ACFS
security feature provides a finer-grained access control on top of the access control
provided by the operating system.

Oracle ACFS security can use the encryption feature to protect the contents of
realm-secured files stored in Oracle ACFS file systems.

Note: Oracle ACFS security is not supported if the file system has
been replicated with Oracle ACFS replication.

For more information, refer to "Oracle ACFS Security" on page 5-13, "Securing
Oracle ACFS File Systems" on page 13-5, and "Oracle ACFS Command-Line Tools
for Security" on page 13-64.

Oracle ACFS encryption

The Oracle ACFS encryption feature enables you to encrypt data stored on disk
(data-at-rest).

Oracle ACFS encryption protects data in an Oracle ACFS file system in encrypted
format to prevent unauthorized use of data in the case of data loss or theft.

Note: Encryption is not supported if the file system has been
replicated with Oracle ACFS replication.




For more information, refer to "Oracle ACFS Encryption" on page 5-15,
"Encrypting Oracle ACFS File Systems" on page 13-10, and "Oracle ACFS
Command-Line Tools for Encryption" on page 13-89.

Oracle ACFS replication

This feature enables replication of Oracle ACFS file systems across the network to
a remote site, providing disaster recovery capability for the file system.

This release of the feature supports only one standby file system for each primary
file system.

Note:

»  Oracle ACFS replication is not supported if the file system has
been encrypted with Oracle ACFS encryption.

»  Oracle ACFS replication is not supported if the file system has
been prepared for Oracle ACFS security.

For more information, refer to "Oracle ACFS Replication" on page 5-17,
"Replicating Oracle ACEFS File Systems" on page 13-13, and "Oracle ACFS
Command-Line Tools for Replication" on page 13-53.

Oracle ACFS tagging

This feature provides a method for relating a group of files based on a common
naming attribute assigned to these files called a tag name. Oracle ACFS
Replication can use this tagging feature to select specific files with a unique tag
name for replication to a different remote cluster site. This tagging option reduces
the need to replicate an entire Oracle ACFS file system.

For more information, refer to "Oracle ACFS Tagging" on page 5-19, "Tagging
Oracle ACFS File Systems" on page 13-11, and "Oracle ACFS Command-Line Tools
for Tagging" on page 13-50.

New configuration wizard for cluster configuration outside of software
installation

This feature provides a wizard to configure an Oracle Grid Infrastructure
environment after the installation has completed and has been tested.

For more information, refer to "Configuring Oracle Grid Infrastructure with the
Configuration Wizard" on page 3-24.

Oracle ACFS functionality on the Solaris operating system
This feature provides Oracle ACFS functionality on the Solaris operating system.

For more information, refer to "Oracle ACFS Command-line Tools for the Solaris
Environment" on page 13-27.

Oracle ACFS functionality on the AIX operating system
This feature provides Oracle ACFS functionality on the AIX operating system.

For more information, refer to "Oracle ACFS Command-line Tools for the AIX
Environment" on page 13-34.

Oracle ASM Configuration Assistant enhancements

These enhancements to ASMCA provide support for Oracle ACEFS file system
security and encryption.
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For more information, refer to "Managing Security and Encryption for Oracle
ACEFS File Systems with Oracle ASM Configuration Assistant” on page 11-13.

Oracle Automatic Storage Management 11g Release 2 (11.2.0.1) New

Features

This section describes the Oracle Automatic Storage Management (Oracle ASM) 11¢
release 2 (11.2.0.1) new features:

XXX

Oracle Automatic Storage Management Cluster File System (Oracle ACFS)

Oracle Automatic Storage Management Cluster File System (Oracle ACFS) is a
new multi-platform, scalable file system, and storage management design that
extends Oracle ASM technology to support all of your application data in both
single host and cluster configurations. Additionally, Oracle ACFS provides
snapshot functionality for a point-in-time copy of an Oracle ACFS system.

For more information, see "Overview of Oracle ACFS" on page 5-1.
Oracle ASM Dynamic Volume Manager

Oracle ASM Dynamic Volume Manager (Oracle ADVM) provides volume
management services and a standard disk device driver interface to clients. File
systems and other disk-based applications send I/O requests to Oracle ADVM
volume devices as they would to other storage devices on a vendor operating
system.

Oracle Automatic Storage Management Cluster File System (Oracle ACFS) is
layered on Oracle ASM through the Oracle ADVM interface. With the addition of
Oracle ADVM, Oracle ASM becomes a complete storage solution for both
database and non-database file needs.

For more information, see "Overview of Oracle ASM Dynamic Volume Manager"
on page 5-20.

Oracle Automatic Storage Management Cluster File System Snapshots

An Oracle ACFS Snapshot is a point-in-time copy of a file system that can provide
up to 63 snapshot images. Oracle ACFS Snapshot performs fast creation of
persistent Oracle ACFS images at a specific point in time with very low overhead
leveraging the Copy-on-Write (COW) technology.

Even as the file system changes, the snapshot does not, giving you the ability to
view the file system as it was at the time the snapshot was created. Initially,
snapshots are read-only, which preserves the point in time they captured.

For more information, see "About Oracle ACFS Snapshots" on page 5-8.
Oracle ASM Configuration Assistant (ASMCA)

Oracle ASM Configuration Assistant provides a GUI interface for installing and
configuring Oracle ASM instances, disk groups, volumes, and file systems.

In addition, the ASMCA command-line interface provides functionality for
installing and configuring Oracle ASM instances, disk groups, volumes, and file
systems in a non-GUI utility.

For more information about using Oracle ASM Configuration Assistant, see
Chapter 11, "Oracle ASM Configuration Assistant".

ASMCMD Enhancements



This feature extends Oracle ASM Command Line Utility (ASMCMD) to provide
full functionality, so that any operation that can be performed with SQL
commands can be performed with ASMCMD. The added functionality includes
the following areas:

- Disk, failure group, and disk group operations

- Disk group attribute operations

— Oracle ASM File Access Control user and group operations
- Template operations

- Oracle ASM instance operations

- File operations

- Oracle ASM volume operations

Changes were also made to standardize ASMCMD command-line and command
options.

For more information about ASMCMD commands, see "Types of ASMCMD
Commands" on page 12-1.

Intelligent Data Placement

The Intelligent Data Placement feature enables you to specify disk regions on
Oracle ASM disks to ensure that frequently accessed data is placed on the
outermost (hot) tracks which provide higher performance.

For more information, see "Intelligent Data Placement” on page 4-16.
Specifying the Sector Size for Disk Drives

Oracle ASM provides the capability to specify a sector size of 512 bytes or 4096
kilobytes with the SECTOR_SIZE disk group attribute when creating disk groups.
Oracle ASM provides support for 4 KB sector disk drives without a performance
penalty.

For information about setting the sector size for disk drives, see "Specifying the
Sector Size for Drives" on page 4-9.

See Also: Oracle Database SQL Language Reference for information
about the disk group attributes and the CREATE DISKGROUP SQL
statement

Disk Group Rename
The renamedg tool enables you to change the name of a cloned disk group.

For information about renaming disk groups with renamedg, see "Renaming Disks
Groups" on page 4-47.

Oracle ASM File Access Control

Oracle ASM on Linux and UNIX platforms implements access control on its files
to isolate different database instances from each other and prevent accidental
access that could lead to the corruption of data files. Oracle ASM implements new
SQL statements and ASMCMD commands to grant, modify, and deny file
permissions. The new security model and syntax is consistent with those that have
been implemented for the objects represented in an Oracle database.

This feature enables multiple database instances to store their Oracle ASM files in
the same disk group and be able to consolidate multiple databases while
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preventing an unauthorized database instance from accessing and overwriting
files of a different instance.

For more information about Oracle ASM File Access Control, see "Managing
Oracle ASM File Access Control for Disk Groups" on page 4-40, "Managing Oracle
ASM File Access Control with Oracle Enterprise Manager" on page 9-16, and
"ASMCMD File Access Control Commands" on page 12-53.

Oracle Cluster Registry (OCR) and Voting Files stored in Oracle ASM

This feature enables storage of Oracle Cluster Registry (OCR) and the voting file in
Oracle ASM disk groups. This functionality enables Oracle ASM to provide a
unified storage solution, storing all the data for the clusterware and the database,
without the need for third-party volume managers or cluster file systems.

For more information, see "Oracle Cluster Registry and Voting Files in Oracle ASM
Disk Groups" on page 4-11.

See Also: Oracle Clusterware Administration and Deployment Guide for
information about administering voting files and Oracle Cluster
Registry (OCR)

Oracle Restart

Oracle Restart enables the startup and automatic restart of single-instance Oracle
Database through the Cluster Ready Services (CRS) component of Oracle
Clusterware on a single server. This provides higher availability and automated
management of single-instance Oracle Database and Oracle ASM instances.

For more information, see "Using Oracle Restart" on page 3-13.

See Also:

s Oracle Database Administrator’s Guide for information about
configuring and administering Oracle Restart

»  Oracle Real Application Clusters Administration and Deployment
Guide for information about automatically restarting
single-instance databases residing on an Oracle RAC node

Oracle Enterprise Manager Support of Oracle ACFS

Oracle Enterprise Manager has enhanced Oracle ASM support to enable you to
manage Oracle Automatic Storage Management Cluster File System (Oracle
ACEFS) technology and Oracle ASM Dynamic Volume Manager. These features
operate as a comprehensive management solution to extend Oracle ASM
technology to support all your application data files in database and non-database
and in both single host and cluster configurations.

Oracle Enterprise Manager supports the following:
- Create, modify, and delete Oracle ACFS
— Monitor space usage and performance features of Oracle ACFS

- Support Oracle ASM Dynamic Volume Manager features as required by
Oracle ACFS

For more information about using Oracle Enterprise Manager to administer Oracle
ASM, see Chapter 10, "Administering Oracle ACFS with Oracle Enterprise
Manager".



Oracle Enterprise Manager Database Control Enhancements for Improved Oracle
ASM Manageability

Oracle Enterprise Manager has been enhanced to manage Oracle ASM features,
such as Oracle ASM File Access Control, OCR and voting files in Oracle ASM, disk
resync, Oracle ASM rolling migrations, disk regions, and Oracle ASM
manageability and infrastructure.

For more information about using Oracle Enterprise Manager to administer Oracle
ASM, see Chapter 9, "Administering Oracle ASM with Oracle Enterprise
Manager".

Oracle Enterprise Manager Oracle ASM Support Workbench

Oracle Enterprise Manager Oracle ASM Support Workbench has been enhanced to
help diagnose and package incidents to Oracle Support Services for Oracle ASM
instances. This feature extends the benefit of Oracle Enterprise Manager Support
Workbench to Oracle ASM by helping you package all necessary diagnostic data
for incidents.

For more information about using Oracle Enterprise Manager to administer Oracle
ASM, see "Oracle ASM Support Workbench" on page 9-25.

See Also:

s Oracle Database Administrator’s Guide for information about
viewing problems with Oracle Enterprise Manager Support
Workbench

s Oracle Database 2 Day DBA for information about accessing Oracle
Enterprise Manager Support Workbench home page and viewing
problems using Oracle Enterprise Manager Support Workbench

Oracle Automatic Storage Management 11g Release 1 (11.1) New

Features

This section describes the Oracle Automatic Storage Management (Oracle ASM) 11g
release 1 (11.1) new features:

This book is new for Oracle Database 11g release 1 (11.1) and it is the primary
information source for Oracle Automatic Storage Management features.

Oracle ASM Fast Mirror Resync

Oracle ASM fast mirror resync quickly resynchronizes Oracle ASM disks within a
disk group after transient disk path failures if the disk drive media is not
corrupted. Any failures that render a failure group temporarily unavailable are
considered transient failures. Disk path malfunctions, such as cable
disconnections, host bus adapter or controller failures, or disk power supply
interruptions, can cause transient failures.

For more information about Oracle ASM fast mirror resync, see "Oracle ASM Fast
Mirror Resync" on page 4-28.

Oracle ASM Rolling Upgrade

You can now place an Oracle ASM Cluster in rolling upgrade mode, which enables
you to operate with mixed Oracle ASM versions starting with Oracle Database 11g
release 1 (11.1) and later. Consequently, Oracle ASM nodes can be independently
upgraded or patched without affecting database availability.
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For more information about Oracle ASM rolling upgrade, see "Using Oracle ASM
Rolling Upgrade" on page 3-24.

New SYSASM Privilege and OSASM operating system group for Oracle ASM
Administration

This feature introduces a new SYSASM privilege that is specifically intended for
performing Oracle ASM administration tasks. Using the SYSASM privilege
instead of the SYSDBA privilege provides a clearer division of responsibility
between Oracle ASM administration and database administration.

OSASM is a new operating system group that is used exclusively for Oracle ASM.
Members of the OSASM group can connect as SYSASM using operating system
authentication and have full access to Oracle ASM.

For more information about the SYSASM privilege, see "Authentication for
Accessing Oracle ASM Instances" on page 3-25.

Oracle ASM Scalability and Performance Enhancements

Oracle ASM file extent management has been enhanced to improve performance
and to use significantly less system global area (SGA) memory to store file extents.
When Oracle ASM files increase in size, the size of each new extent also increases
automatically so that fewer extent pointers are required to describe the file. This
feature improves performance when accessing Oracle ASM files that are 20 GB
and larger, up to 128 TB. Very large databases (VLDBs) often require these large
file sizes.

For more information about scalability and performance enhancements, see
"Extents" on page 1-7.

Oracle ASM Command Line Utility (ASMCMD) Commands and Options

ASMCMD has the following new commands: 1sdsk, md_backup, md_restore and
remap. In addition, you can use new options for the 1s and 1sdg commands.

For more information about new and enhanced ASMCMD commands, "Types of
ASMCMD Commands" on page 12-1.

Enhancements to SQL statements to manage Oracle ASM disk groups

The ALTER DISKGROUP, CREATE DISKGROUP, and DROP DISKGROUP SQL statements
have been enhanced with additional syntax options, including:

- Syntax that sets various attributes of a disk group

- Syntax for checking the consistency of disk groups, disks, and files in an
Oracle ASM environment

- Syntax options when mounting a disk group.
- Syntax that takes a disk offline for repair and then brings it back online.

- Syntax that drops a disk group that can no longer be mounted by an Oracle
ASM instance.

For more information about administering disk groups with the ALTER DISKGROUP,
CREATE DISKGROUP, and DROP DISKGROUP SQL statements, see Chapter 4,
"Administering Oracle ASM Disk Groups".

See Also: Oracle Database SQL Language Reference for information
about the disk group attributes and the CREATE DISKGROUP SQL
statement



New Attributes for Disk Group Compatibility

To enable the new Oracle ASM features, you can use two new disk group
compatibility attributes, COMPATIBLE.RDBMS and COMPATIBLE.ASM. These attributes
specify the minimum software version that is required to use disk groups for the
database and for Oracle ASM respectively. This feature enables heterogeneous
environments with disk groups from both Oracle Database 10g and Oracle
Database 11g.

For more information about disk group compatibility, see "Disk Group
Compeatibility" on page 4-33.

Oracle ASM Preferred Read Failure Groups

This feature is useful in extended clusters where remote nodes have asymmetric
access with respect to performance. The feature enables more efficient use of
network resources by eliminating the use of the network to perform read
operations.

Oracle ASM in Oracle Database 10g always reads the primary copy of a mirrored
extent set. In Oracle Database 11g, when you configure Oracle ASM failure groups
it might be more efficient for a node to read from a failure group that is closest to
the node, even if it is a secondary extent. You can configure your database to read
from a particular failure group extent by configuring preferred read failure groups.

For more information about preferred read failure groups, see "Preferred Read
Failure Groups" on page 4-30.

Oracle ASM Fast Rebalance

Rebalance operations that occur while a disk group is in RESTRICTED mode
eliminate the lock and unlock extent map messaging between Oracle ASM
instances in Oracle RAC environments, improving overall rebalance throughput.

For more information about Oracle ASM fast rebalance, see "About Restricted
Mode" on page 3-16.
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Introduction to Oracle Automatic Storage
Management

This chapter describes Oracle Automatic Storage Management (Oracle ASM) concepts
and provides an overview of Oracle ASM features. This chapter contains the following
topics:

s Overview of Oracle Automatic Storage Management
s Understanding Oracle ASM Concepts
s Understanding Oracle ASM Disk Group Administration

For a list of the terms that are used in the Oracle Automatic Storage Management
Administrator’s Guide and their definitions, refer to the Glossary in this guide.

See Also: The Oracle Cloud Storage page on the Oracle Technology
Network Web site at
http://www.oracle.com/technetwork/database/cloud-storage/ind
ex.html for more information about Oracle ASM

Overview of Oracle Automatic Storage Management

Oracle ASM is a volume manager and a file system for Oracle database files that
supports single-instance Oracle Database and Oracle Real Application Clusters (Oracle
RAC) configurations. Oracle ASM is Oracle's recommended storage management
solution that provides an alternative to conventional volume managers, file systems,
and raw devices.

Oracle ASM uses disk groups to store data files; an Oracle ASM disk group is a
collection of disks that Oracle ASM manages as a unit. Within a disk group, Oracle
ASM exposes a file system interface for Oracle database files. The content of files that
are stored in a disk group is evenly distributed to eliminate hot spots and to provide
uniform performance across the disks. The performance is comparable to the
performance of raw devices.

You can add or remove disks from a disk group while a database continues to access
files from the disk group. When you add or remove disks from a disk group, Oracle
ASM automatically redistributes the file contents and eliminates the need for
downtime when redistributing the content. For information about administering disk
groups, see Chapter 4, "Administering Oracle ASM Disk Groups".

The Oracle ASM volume manager functionality provides flexible server-based
mirroring options. The Oracle ASM normal and high redundancy disk groups enable
two-way and three-way mirroring respectively. You can use external redundancy to
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enable a Redundant Array of Independent Disks (RAID) storage subsystem to perform
the mirroring protection function.

Oracle ASM also uses the Oracle Managed Files (OMF) feature to simplify database
file management. OMF automatically creates files in designated locations. OMF also

names files and removes them while relinquishing space when tablespaces or files are
deleted.

Oracle ASM reduces the administrative overhead for managing database storage by
consolidating data storage into a small number of disk groups. The smaller number of
disk groups consolidates the storage for multiple databases and provides for improved
I/0 performance.

Oracle ASM files can coexist with other storage management options such as raw
disks and third-party file systems. This capability simplifies the integration of Oracle
ASM into pre-existing environments.

Oracle Automatic Storage Management Cluster File System (Oracle ACFS) is a
multi-platform, scalable file system, and storage management technology that extends
Oracle ASM functionality to support customer files maintained outside of Oracle
Database. The Oracle ASM Dynamic Volume Manager (Oracle ADVM) provides
volume management services and a standard disk device driver interface to clients.
For information about Oracle ACFS and Oracle ADVM, see Chapter 5, "Introduction to
Oracle ACFS".

Oracle Enterprise Manager includes a wizard that enables you to migrate non-Oracle
ASM database files to Oracle ASM. Oracle ASM also has easy to use management
interfaces such as SQL*Plus, the Oracle ASM Command Line Utility (ASMCMD)
command-line interface, Oracle ASM Configuration Assistant, and Oracle Enterprise
Manager. For information about using Oracle Enterprise Manager, see Chapter 9,
"Administering Oracle ASM with Oracle Enterprise Manager". For information about
Oracle ASM Configuration Assistant, see Chapter 11, "Oracle ASM Configuration
Assistant". For information about the ASMCMD command-line interface, see
Chapter 12, "Oracle ASM Command-Line Utility".

See Also: Oracle Database Administrator’s Guide for information
about Oracle Database structure and storage

Understanding Oracle ASM Concepts

This section describes concepts for the key Oracle ASM components and it contains the
following topics:

s About Oracle ASM Instances

s About Oracle ASM Disk Groups

= About Mirroring and Failure Groups
s About Oracle ASM Disks

s About Oracle ASM Files

For information about preparing your storage environment, see Chapter 2,
"Considerations for Oracle ASM Storage".

About Oracle ASM Instances

An Oracle ASM instance is built on the same technology as an Oracle Database
instance. An Oracle ASM instance has a System Global Area (SGA) and background
processes that are similar to those of Oracle Database. However, because Oracle ASM
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performs fewer tasks than a database, an Oracle ASM SGA is much smaller than a
database SGA. In addition, Oracle ASM has a minimal performance effect on a server.
Oracle ASM instances mount disk groups to make Oracle ASM files available to
database instances; Oracle ASM instances do not mount databases. For information
about managing an Oracle ASM instance, see Chapter 3, "Administering Oracle ASM
Instances".

Oracle ASM is installed in the Oracle Grid Infrastructure home before Oracle Database
is installed in a separate Oracle home. Oracle ASM and database instances require
shared access to the disks in a disk group. Oracle ASM instances manage the metadata
of the disk group and provide file layout information to the database instances.

Oracle ASM metadata is the information that Oracle ASM uses to control a disk group
and the metadata resides within the disk group. Oracle ASM metadata includes the
following information:

s The disks that belong to a disk group

s The amount of space that is available in a disk group

s The filenames of the files in a disk group

s The location of disk group data file extents

= Aredo log that records information about atomically changing metadata blocks
s Oracle ADVM volume information

Oracle ASM instances can be clustered using Oracle Clusterware; there is one Oracle
ASM instance for each cluster node. If there are several database instances for different
databases on the same node, then the database instances share the same single Oracle
ASM instance on that node.

If the Oracle ASM instance on a node fails, then all of the database instances on that
node also fail. Unlike a file system driver failure, an Oracle ASM instance failure does
not require restarting the operating system. In an Oracle RAC environment, the Oracle
ASM and database instances on the surviving nodes automatically recover from an
Oracle ASM instance failure on a node.

Figure 1-1 shows a single node configuration with one Oracle ASM instance and
multiple database instances. The Oracle ASM instance manages the metadata and
provides space allocation for the Oracle ASM files. When a database instance creates or
opens an Oracle ASM file, it communicates those requests to the Oracle ASM instance.
In response, the Oracle ASM instance provides file extent map information to the
database instance.

In Figure 1-1, there are two disk groups: one disk group has four disks and the other
has two disks. The database can access both disk groups. The configuration in
Figure 1-1 shows multiple database instances, but only one Oracle ASM instance is
needed to serve the multiple database instances.
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Figure 1-1 Oracle ASM for Single-Instance Oracle Databases
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Figure 1-2 shows an Oracle ASM cluster in an Oracle RAC environment where Oracle
ASM provides a clustered pool of storage. There is one Oracle ASM instance for each
node serving multiple Oracle RAC or single-instance databases in the cluster. All of
the databases are consolidated and share the same two Oracle ASM disk groups.

Figure 1-2 Oracle ASM Cluster Configuration with Oracle RAC
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A clustered storage pool can be shared by multiple single-instance Oracle Databases as
shown in Figure 1-3. In this case, multiple databases share common disk groups. A
shared Oracle ASM storage pool is achieved by using Oracle Clusterware. However, in
such environments an Oracle RAC license is not required.
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To share a disk group among multiple nodes, you must install Oracle Clusterware on
all of the nodes, regardless of whether you install Oracle RAC on the nodes. Oracle
ASM instances that are on separate nodes do not need to be part of an Oracle ASM
cluster. However, if the Oracle ASM instances are not part of an Oracle ASM cluster,
they cannot communicate with each other. Multiple nodes that are not part of an
Oracle ASM cluster cannot share a disk group.

Figure 1-3 Oracle ASM Cluster with Single-Instance Oracle Databases
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About Oracle ASM Disk Groups

A disk group consists of multiple disks and is the fundamental object that Oracle ASM
manages. Each disk group contains the metadata that is required for the management
of space in the disk group. Disk group components include disks, files, and allocation
units.

Files are allocated from disk groups. Any Oracle ASM file is completely contained
within a single disk group. However, a disk group might contain files belonging to
several databases and a single database can use files from multiple disk groups. For
most installations you need only a small number of disk groups, usually two, and
rarely more than three. For more information about managing disk groups, see
Chapter 4, "Administering Oracle ASM Disk Groups".

About Mirroring and Failure Groups

Mirroring protects data integrity by storing copies of data on multiple disks. When
you create a disk group, you specify an Oracle ASM disk group type based on one of
the following three redundancy levels:

= Normal for 2-way mirroring
= High for 3-way mirroring

= External to not use Oracle ASM mirroring, such as when you configure hardware
RAID for redundancy
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The redundancy level controls how many disk failures are tolerated without
dismounting the disk group or losing data. The disk group type determines the
mirroring levels with which Oracle creates files in a disk group. For information about
disk group types and templates, see "Managing Disk Group Templates" on page 7-15.

Oracle ASM mirroring is more flexible than traditional RAID mirroring. For a disk
group specified as NORMAL redundancy, you can specify the redundancy level for each
file. For example, two files can share the same disk group with one file being mirrored
while the other is not.

When Oracle ASM allocates an extent for a mirrored file, Oracle ASM allocates a
primary copy and a mirror copy. Oracle ASM chooses the disk on which to store the
mirror copy in a different failure group than the primary copy. Failure groups are used
to place mirrored copies of data so that each copy is on a disk in a different failure
group. The simultaneous failure of all disks in a failure group does not result in data
loss.

You define the failure groups for a disk group when you create an Oracle ASM disk
group. After a disk group is created, you cannot alter the redundancy level of the disk
group. If you omit the failure group specification, then Oracle ASM automatically
places each disk into its own failure group, except for disk groups containing disks on
Oracle Exadata cells. Normal redundancy disk groups require at least two failure
groups. High redundancy disk groups require at least three failure groups. Disk
groups with external redundancy do not use failure groups.

For more information about mirroring and failure groups, see "Mirroring,
Redundancy, and Failure Group Options" on page 4-24.

About Oracle ASM Disks

Oracle ASM disks are the storage devices that are provisioned to Oracle ASM disk
groups. Examples of Oracle ASM disks include:

s A disk or partition from a storage array
= An entire disk or the partitions of a disk
= Logical volumes

s  Network-attached files (NFS)

When you add a disk to a disk group, you can assign an Oracle ASM disk name or
Oracle ASM assigns the Oracle ASM disk name automatically. This name is different
from the path name used by the operating system. In a cluster, a disk may be assigned
different operating system device names on different nodes, but the disk has the same
Oracle ASM disk name on all of the nodes. In a cluster, an Oracle ASM disk must be
accessible from all of the instances that share the disk group.

Oracle ASM spreads the files proportionally across all of the disks in the disk group.
This allocation pattern maintains every disk at the same capacity level and ensures
that all of the disks in a disk group have the same I/O load. Because Oracle ASM load
balances among all of the disks in a disk group, different Oracle ASM disks should not
share the same physical drive.

Allocation Units

Every Oracle ASM disk is divided into allocation units (AU). An allocation unit is the
fundamental unit of allocation within a disk group. A file extent consists of one or
more allocation units. An Oracle ASM file consists of one or more file extents.
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When you create a disk group, you can set the Oracle ASM allocation unit size with
the AU_SIZE disk group attribute. The values canbe 1, 2, 4, 8, 16, 32, or 64 MB,
depending on the specific disk group compatibility level. Larger AU sizes typically
provide performance advantages for data warehouse applications that use large
sequential reads.

For information about specifying the allocation unit size for a disk group, see
"Specifying the Allocation Unit Size" on page 4-9 on page 4-33. For information about
disk group compatibility attributes, see "Disk Group Compatibility" on page 4-33.

About Oracle ASM Files

Files that are stored in Oracle ASM disk groups are called Oracle ASM files. Each
Oracle ASM file is contained within a single Oracle ASM disk group. Oracle Database
communicates with Oracle ASM in terms of files. This is similar to the way Oracle
Database uses files on any file system. You can store the various file types in Oracle
ASM disk groups, including:

= Control files

s Data files, temporary data files, and data file copies
= SPFILEs

= Online redo logs, archive logs, and Flashback logs
= RMAN backups

= Disaster recovery configurations

s Change tracking bitmaps

s Data Pump dumpsets

Oracle ASM automatically generates Oracle ASM file names as part of file creation and
tablespace creation. Oracle ASM file names begin with a plus sign (+) followed by a
disk group name. You can specify user-friendly aliases for Oracle ASM files and create
a hierarchical directory structure for the aliases.

The following sections describe the Oracle ASM file components:
= Extents

s Oracle ASM Striping

n  File Templates

Extents

The contents of Oracle ASM files are stored in a disk group as a set, or collection, of
extents that are stored on individual disks within disk groups. Each extent resides on
an individual disk. Extents consist of one or more allocation units (AU). To
accommodate increasingly larger files, Oracle ASM uses variable size extents.

Variable size extents enable support for larger Oracle ASM data files, reduce SGA
memory requirements for very large databases, and improve performance for file
create and open operations. The initial extent size equals the disk group allocation unit
size and it increases by a factor of 4 or 16 at predefined thresholds. This feature is
automatic for newly created and resized data files when specific disk group
compatibility attributes are set to 11.1 or higher. For information about compatibility
attributes, see "Disk Group Compatibility" on page 4-33.

The extent size of a file varies as follows:
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= Extent size always equals the disk group AU size for the first 20000 extent sets (0 -
19999).

»  Extent size equals 4*AU size for the next 20000 extent sets (20000 - 39999).
= Extent size equals 16*AU size for the next 20000 and higher extent sets (40000+).

Figure 1-4 shows the Oracle ASM file extent relationship with allocation units. The
first eight extents (0 to 7) are distributed on four Oracle ASM disks and are equal to the
AU size. After the first 20000 extent sets, the extent size becomes 4*AU for the next
20000 extent sets (20000 - 39999). This is shown as bold rectangles labeled with the
extent set numbers 20000 to 20007, and so on. The next increment for an Oracle ASM
extent is 16*AU (not shown in Figure 1-4).

Figure 1-4 Oracle ASM File Allocation in a Disk Group
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Oracle ASM Striping
Oracle ASM striping has two primary purposes:

= Tobalance loads across all of the disks in a disk group
= ToreduceI/O latency

Coarse-grained striping provides load balancing for disk groups while fine-grained
striping reduces latency for certain file types by spreading the load more widely.

To stripe data, Oracle ASM separates files into stripes and spreads data evenly across
all of the disks in a disk group. The fine-grained stripe size always equals 128 KB in
any configuration; this provides lower I/O latency for small I/O operations. The
coarse-grained stripe size is always equal to the AU size (not the data extent size).

Figure 1-5 and Figure 1-6 are illustrations of Oracle ASM file striping. In both
illustrations, the allocation unit size has been set to 1 M (AU_SIZE = 1M) for the disk
group which consists of 8 disks. The Oracle ASM instance is release 11.2 and the disk
group compatibility attributes for ASM and RDBMS have been set to 11.2, so variable
extents are shown in the graphic after the first 20,000 extents. For the first 20,000
extents, the extent size is 1 M and equals one allocation unit (AU). For the next 20,000
extents, the extent size is 4 M and equals 4 AUs.
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To identify the stripe chunks of the file, they have been labeled A..X (24 letters) using
different fonts for successive series of A.. X until all the chunks have been identified.

In Figure 1-5, the file is striped in 128 K chunks (labeled A..X) with each 128 K chunk
stored in an extent, starting at the first extent in disk 1, then the first extent in disk 2,
and then continuing in a round-robin pattern through all the disks until the entire file
has been striped. As shown in this example, the striping chunks first fill up the first
extent of each disk, then the second extent of each disk, and so on until the entire file
has been striped.

Figure 1-5 Oracle ASM Fine-Grained Striping
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In Figure 1-6, the file is striped in 1 M chunks (labeled A..X) with each 1 M chunk
stored uniquely in an extent, starting at the first extent in disk 1, then the first extent in
disk 2, and then continuing in a round-robin pattern through all the disks until the
entire file has been striped. For the first 20,000 extents where the AU equals the extent
size (1 M), the stripe equals the extent size and allocation unit size.

For the variable extents, where an extent is composed of multiple allocation units, the
file stripe is located in an AU of the extent. The striping chunks are placed in the
allocation units of the first extents of all the disks before the striping continues to the
next extent.
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Figure 1-6 Oracle ASM Coarse-Grained Striping

[a[B[c|p[E[F|a[H[1]J][k[L[m[N|o[P|a[R|s[T|u|v|w[X|+z|¢|2|e].].]. |a[B]c[D]E].].].]

Allocation Unit (AU)

Variable Size ASM File Extents

e

A B [ c | D H

1 J T K T [ L . P
| Q | R S R X
_______ g . e - - O
; A I | B | x C I s D I " H I
X 1 I ] ] d ] K I - L I , I
; Ak | | | | : : :

File Templates

Templates are collections of attribute values that are used to specify disk regions, file
mirroring, and striping attributes for an Oracle ASM file when it is created. When
creating a file, you can include a template name and assign desired attributes based on
an individual file rather than the file type.

A default template is provided for every Oracle file type, but you can customize
templates to meet unique requirements. Each disk group has a default template
associated with each file type.

For more information about Oracle ASM templates, see "Managing Disk Group
Templates" on page 7-15.

Understanding Oracle ASM Disk Group Administration

This section describes Oracle ASM disk group administration and it contains the
following topics:

= About Discovering Disks
= About Mounting and Dismounting Disk Groups
= About Adding and Dropping Disks

= About Online Storage Reconfigurations and Dynamic Rebalancing

About Discovering Disks

The disk discovery process locates the operating system names for disks that Oracle
ASM can access. Disk discovery finds all of the disks that comprise a disk group to be
mounted. The set of discovered disks also includes disks that could be added to a disk
group.

An Oracle ASM instance requires an ASM_DISKSTRING initialization parameter value to
specify its discovery strings. Only path names that the Oracle ASM instance has
permission to open are discovered. The exact syntax of a discovery string depends on
the platform, ASMLib libraries, and whether Oracle Exadata disks are used. The path
names that an operating system accepts are always usable as discovery strings.
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For information about the ASM_DISKSTRING initialization parameter, see "ASM_
DISKSTRING" on page 3-7. For information about disk discovery, see "Oracle ASM
Disk Discovery" on page 4-20.

About Mounting and Dismounting Disk Groups

A disk group must be mounted by a local Oracle ASM instance before database
instances can access the files in the disk group. Mounting the disk group requires
discovering all of the disks and locating the files in the disk group that is being
mounted.

You can explicitly dismount a disk group. Oracle reports an error if you attempt to
dismount a disk group without the force option when any of the disk group files are
open. It is possible to have disks fail in excess of the Oracle ASM redundancy setting.
If this happens, then the disk group is forcibly dismounted. If the disk group is
forcibly dismounted, a database cannot access files in the disk group.

For more information about disk groups, see "Mounting and Dismounting Disk
Groups" on page 4-44.

About Adding and Dropping Disks

You can add a disk to an existing disk group to add space and to improve throughput.
The specified discovery string identifies the disk or disks that you could add. The
disks that you add must be discovered by every Oracle ASM instance using its ASM_
DISKSTRING initialization parameter. After you add a disk, Oracle ASM rebalancing
operations move data onto the new disk. To minimize the rebalancing I/0O, it is more
efficient to add multiple disks at the same time.

You can drop a disk from a disk group if it fails or to re-purpose capacity. Use the
Oracle ASM disk name to drop a disk, not the discovery string device name. If an error
occurs while writing to a disk, then Oracle ASM drops the disk automatically.

For more information about altering disk group membership, see "Altering Disk
Groups" on page 4-12.

About Online Storage Reconfigurations and Dynamic Rebalancing

Rebalancing a disk group moves data between disks to ensure that every file is evenly
spread across all of the disks in a disk group. When all of the files are evenly
dispersed, all of the disks are evenly filled to the same percentage; this ensures load
balancing. Rebalancing does not relocate data based on I/O statistics nor is
rebalancing started based on I/O statistics. Oracle ASM rebalancing operations are
controlled by the size of the disks in a disk group.

Oracle ASM automatically initiates a rebalance after storage configuration changes,
such as when you add, drop, or resize disks. The power setting parameter determines
the speed with which rebalancing operations occur.

You can manually start a rebalance to change the power setting of a running rebalance.
A rebalance is automatically restarted if the instance on which the rebalancing is
running stops. Databases can remain operational during rebalancing operations.

You can minimize the impact on database performance with the setting of the POWER_
LIMIT initialization parameter. For more information about the power limit setting, see
"ASM_POWER_LIMIT" on page 3-8. For more information about disk rebalancing, see
"Manually Rebalancing Disk Groups" on page 4-18.
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Considerations for Oracle ASM Storage

This chapter discusses some points to consider about the storage subsystem before you
configure Oracle Automatic Storage Management (Oracle ASM). When preparing your
storage to use Oracle ASM, first determine the storage option for your system and
then prepare the disk storage for your specific operating system environment.

When configuring your system's storage, you must consider the initial capacity of the
system and your plans for future growth. Oracle ASM simplifies the task of
accommodating growth. However, your growth plans can affect choices, such as the
size of the Oracle ASM disks. You must also consider that I/O performance depends
on the interconnect between the storage and host, not just the storage disks. As you
scale up the number of nodes in a cluster, you must also scale up the storage
subsystem.

This chapter contains the following topics:
= Storage Resources for Disk Groups
s Oracle ASM and Multipathing

s Recommendations for Storage Preparation

Storage Resources for Disk Groups

You can create an Oracle ASM disk group using one of the following storage resources:
s Disk Partition

A disk partition can be the entire disk drive or a section of a disk drive. However,
the Oracle ASM disk cannot be in a partition that includes the partition table
because the partition table would be overwritten.

s Logical Unit Number (LUN)

A LUN is a disk presented to a computer system by a storage array. Oracle
recommends that you use hardware RAID functionality to create LUNSs. Storage
hardware RAID 0+1 or RAIDS, and other RAID configurations, can be provided to
Oracle ASM as Oracle ASM disks.

= Logical Volume

A logical volume is supported in less complicated configurations where a logical
volume is mapped to a LUN, or a logical volume uses disks or raw partitions.
Logical volume configurations are not recommended by Oracle because they
create a duplication of functionality. Oracle also does not recommended using
logical volume managers for mirroring because Oracle ASM provides mirroring.

s Network File System (NFS)
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An Oracle ASM disk group can be created from NFS files, including Oracle Direct
NEFS (ANFS), as well as whole disks, partitions, and LUNs. The NFS files that are
provisioned to a disk group may be from multiple NFS servers to provide better
load balancing and flexible capacity planning.

Direct NFS can be used to store data files, but is not supported for Oracle
Clusterware files. To install Oracle Real Application Clusters (Oracle RAC) on
Windows using Direct NFS, you must also have access to a shared storage method
other than NFS for Oracle Clusterware files.

See Also: Oracle Grid Infrastructure Installation Guide for your
operating system for information about Oracle Direct NFS

Notes:

s Oracle ASM Dynamic Volume Manager (Oracle ADVM) volumes
and Oracle Automatic Storage Management Cluster File System
(Oracle ACFS) file systems are currently not supported on disk
groups that have been created from NFS or Common Internet File
System (CIFS) files. However, Oracle ACFS file systems may be
exported as NFS or CIFS file systems to network clients.

= Mounting loopback file systems over Oracle ACFS files is not
supported.

= Block or raw devices are not supported by Oracle Universal
Installer (OUI) or Database Configuration Assistant (DBCA).
However, manually configured raw or block devices are
supported by Oracle, but not recommended.

The procedures for preparing storage resources for Oracle ASM are:

1. Identify or create the storage devices for Oracle ASM by identifying all of the
storage resource device names that you can use to create an Oracle ASM disk
group. For example, on Linux systems without ASMLib, device names are
typically presented from the /dev directory with the /dev/device _name_
identifier name syntax.

2. Change the ownership and the permissions on storage device resources.
For example, the following steps are required on Linux systems:
— Change the user and group ownership of devices, such as grid:asmadmin

For information about Oracle ASM privileges, see "About Privileges for Oracle
ASM" on page 3-26.

— Change the device permissions to read /write

Note: To ensure that ownership and permission settings are
persistent, use ASMLib or udev to ensure that the disks do not revert
to root ownership when the systems reboot.

After you have configured Oracle ASM, ensure that disk discovery has been
configured correctly by setting the ASM_DISKSTRING initialization parameter. For
information about the ASM_DISKSTRING parameter, see "ASM_DISKSTRING" on
page 3-7.
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Note: Setting the ownership to oracle:dba is one example that
corresponds to the default settings. A nondefault installation may
require different settings. In general, the owner of the disk devices
should be the same as the owner of the Oracle binary software. The
group ownership should be OSDBA of the Oracle ASM instance,
which is defined at installation. For information about Oracle ASM
privileges, see "About Privileges for Oracle ASM" on page 3-26.

For detailed information about preparing disks for an Oracle ASM installation, refer to
your platform-specific installation guide for Oracle Database, Oracle Clusterware, and
Oracle Real Application Clusters (Oracle RAC).

See Also: Oracle Exadata documentation for information about
preparing Oracle Exadata storage

Oracle ASM and Multipathing

Multipathing solutions provide failover by using redundant physical path
components. These components include adapters, cables, and switches that reside
between the server and the storage subsystem. If one or more of these components
fails, then applications can still access their data, eliminating a single point of failure
with the Storage Area Network (SAN), Host Bus Adapter, interface cable, or host port
on a multiported storage array.

Multipathing is a software technology implemented at the operating system device
driver level. Multipathing creates a pseudo device to facilitate the sharing and
balancing of I/O operations across all of the available I/O paths. Multipathing also
improves system performance by distributing the I/O load across all available paths,
providing a higher level of data availability through automatic failover and failback.

Although Oracle ASM is not designed with multipathing functionality, Oracle ASM
does operate with multipathing technologies. Multipathing technologies are available
from many sources. Storage vendors offer multipathing products to support their
specific storage products, while software vendors usually develop multipathing
products to support several server platforms and storage products.

See Also: Your storage or software vendor multipathing
documentation for more information about multipathing options for
specific platforms and storage products

With Oracle ASM, you can ensure the discovery of a multipath disk by setting the
value of the ASM_DISKSTRING initialization parameter to a pattern that matches the
pseudo devices that represents the multipath disk. When I/O is sent to the pseudo
device, the multipath driver intercepts it and provides load balancing to the
underlying subpaths.

If Oracle ASM discovers multiple paths to the same disk device, Oracle ASM then
raises an error. Because a single disk can appear multiple times in a multipath
configuration, you must configure Oracle ASM to discover only the multipath disk.

When using ASMLib with Oracle ASM on Linux, you can ensure the discovery of the
multipath disk by configuring Oracle ASM to scan the multipath disk first or to
exclude the single path disks when scanning.

For information about disk discovery, see "Oracle ASM Disk Discovery" on page 4-20.
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See Also:

»  Articles at My Oracle Support (https://support.oracle.com) for
information about Oracle ASM and Multipathing

= Your platform-specific installation guide for information about
configuring multipathing for your system

Recommendations for Storage Preparation
The following are guidelines for preparing storage for use with Oracle ASM:

= Configure two disk groups, one for data and the other for the fast recovery area.

See Also:

»  Oracle Database Backup and Recovery User's Guide for information
about configuring the fast recovery area

m  Oracle Database Administrator’s Guide for information about
specifying a fast recovery area

= A minimum of four LUNs (Oracle ASM disks) of equal size and performance is
recommended for each disk group.

= Ensure that all Oracle ASM disks in a disk group have similar storage performance
and availability characteristics. In storage configurations with mixed speed drives,
such as 10K and 15K RPM, I/O performance is constrained by the slowest speed
drive.

s Oracle ASM data distribution policy is capacity-based. Ensure that Oracle ASM
disks in a disk group have the same capacity to maintain balance.

»  Create external redundancy disk groups when using high-end storage arrays.
High-end storage arrays generally provide hardware RAID protection. Use Oracle
ASM mirroring redundancy when not using hardware RAID, or when you need
host-based volume management functionality, such as mirroring across storage
systems. You can use Oracle ASM mirroring in configurations when mirroring
between geographically-separated sites (extended clusters).

= Minimize I/O contention between Oracle ASM disks and other applications by
dedicating disks in Oracle ASM disk groups.

s Choose a hardware RAID stripe size that is a power of 2 and less than or equal to
the size of the Oracle ASM allocation unit.

= For Linux, use the Oracle ASMLib feature to provide consistent device naming
and permission persistency.

See Also:

s The Oracle Cloud Storage page on the Oracle Technology
Network Web site at
http://www.oracle.com/technetwork/database/cloud-storage/
index.html for more information about Oracle ASM

s The Oracle ASMLib page on the Oracle Technology Network Web
site at
http://www.oracle.com/technetwork/topics/linux/asmlib/ind
ex-101839.html for information about ASMLib
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Administering Oracle ASM Instances

This chapter describes how to administer Automatic Storage Management (Oracle
ASM) instances. It explains how to configure Oracle ASM instance parameters and
how to set Oracle Database parameters for use with Oracle ASM. The chapter also
describes Oracle ASM upgrading, patching, and authentication for Oracle ASM
instance access. You can also use procedures in this chapter to migrate a database to
use Oracle ASM.

Administering an Oracle ASM instance is similar to administering an Oracle Database
instance, but the process requires fewer procedures. You can use Oracle Enterprise
Manager and SQL*Plus to perform Oracle ASM instance administration tasks.

Oracle ASM is installed in the Oracle Grid Infrastructure home separate from the
Oracle Database home. Only one Oracle ASM instance is supported on a server. When
managing an Oracle ASM instance, the administration activity must be performed in
the Oracle Grid Infrastructure home.

This chapter contains the following topics:

s Operating with Different Releases of Oracle ASM and Database Instances
Simultaneously

s Configuring Initialization Parameters for Oracle ASM Instances
= Managing Oracle ASM Instances

= Using Oracle ASM Rolling Upgrade

= Patching Oracle ASM Instances in Oracle RAC Environments

= Authentication for Accessing Oracle ASM Instances

= Migrating a Database to Use Oracle ASM

For a description of an Oracle ASM instance, see "About Oracle ASM Instances” on
page 1-2. For information about using Oracle Enterprise Manager to administer Oracle
ASM, see Chapter 9, "Administering Oracle ASM with Oracle Enterprise Manager".

Operating with Different Releases of Oracle ASM and Database Instances
Simultaneously

Oracle Automatic Storage Management (Oracle ASM) in Oracle Database 11g Release
2 (11.2) supports 11g Release 2 (11.2) or older software versions of Oracle database
instances, including Oracle Database 10g. For compatibility between Oracle
Clusterware and Oracle ASM, the Oracle Clusterware release must be greater than or
equal to the Oracle ASM release.
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Notes:

= An Oracle ASM instance must be at 11g Release 2 (11.2) to support
an 11g Release 2 (11.2) Oracle Database.

s See Oracle Exadata documentation for information about the Oracle
Database versions that Oracle ASM 11g Release 2 (11.2) supports
when Oracle Exadata storage is present.

There are additional compatibility considerations when using disk groups with
different releases of Oracle ASM and database instances. For information about disk
group compatibility attributes settings, see "Disk Group Compatibility" on page 4-33.

When using different software versions, the database instance supports Oracle ASM
functionality of the earliest release in use. For example, a 10.1 database instance
operating with an 11.2 Oracle ASM instance supports only Oracle ASM 10.1 features.

The V$ASM_CLIENT view contains the SOFTWARE_VERSION and COMPATIBLE VERSION
columns with information about the software version number and instance
compatibility level.

s The SOFTWARE_VERSION column of V$ASM_CLIENT contains the software version
number of the database or Oracle ASM instance for the selected disk group
connection.

s The COMPATIBLE_VERSION column contains the setting of the COMPATIBLE parameter
of the database or Oracle ASM instance for the selected disk group connection.

You can query the V$ASM_CLIENT view on both Oracle ASM and database instances.
For an example showing a query on the V$ASM_CLIENT view, see Example 64,
"Viewing disk group clients with VSASM_CLIENT" on page 6-3. For more information
about the VSASM_CLIENT and V$ASM_* views, see "Views Containing Oracle ASM Disk
Group Information" on page 6-1.

Configuring Initialization Parameters for Oracle ASM Instances

This section discusses initialization parameter files and parameter settings for Oracle
ASM instances. To install and initially configure an Oracle ASM instance, use Oracle
Universal Installer (OUI) and Oracle ASM Configuration Assistant (ASMCA). Refer to
your platform-specific Oracle Grid Infrastructure Installation Guide for details about
installing and configuring Oracle ASM.

After an Oracle ASM instance has been installed on a single-instance Oracle Database
or in an Oracle Real Application Clusters (Oracle RAC) environment, the final Oracle
ASM configuration can be performed. Only a few Oracle ASM-specific instance
initialization parameters must be configured. The default values are usually sufficient.

See Also: The Oracle Cloud Storage page on the Oracle Technology
Network Web site at
http://www.oracle.com/technetwork/database/cloud-storage/ind
ex.html for more information about Oracle ASM best practices

This section contains the following topics:

s Initialization Parameter Files for an Oracle ASM Instance

= Backing Up, Copying, and Moving an Oracle ASM Initialization Parameter File

»  Setting Oracle ASM Initialization Parameters
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s Oracle ASM Parameter Setting Recommendations

»  Setting Database Initialization Parameters for Use with Oracle ASM

See Also:

»  Oracle Database Reference for information about initialization
parameters

s Oracle Database Administrator’s Guide for information about
initialization parameter files

Initialization Parameter Files for an Oracle ASM Instance

When installing Oracle ASM in an Oracle Restart (standalone) configuration, Oracle
Universal Installer (OUI) creates a separate server parameter file (SPFILE) and
password file for the Oracle ASM instance. The ASM SPFILE is stored in a disk group
during installation.

When installing Oracle ASM in a clustered Oracle ASM environment, OUI creates a
single, shared SPFILE for Oracle ASM in a disk group.

When upgrading an Oracle ASM instance, if the ASM SPFILE was originally in a
shared file system, then the upgraded Oracle ASM instance retains the SPFILE in the
same location. If the original Oracle ASM instance used a PFILE, after an upgrade the
instance continues to use a PFILE.

You can use an SPFILE or a text-based initialization parameter file (PFILE) as the
Oracle ASM instance parameter file. If you use an SPFILE in a clustered Oracle ASM
environment, then you must place the SPFILE in a disk group, on a shared raw device,
or on a cluster file system. Oracle recommends that the Oracle ASM SPFILE is placed
in a disk group. You cannot use a new alias created on an existing Oracle ASM SPFILE
to start the Oracle ASM instance

If you do not use a shared Oracle Grid Infrastructure home, then the Oracle ASM
instance can use a PFILE. The same rules for file name, default location, and search
order that apply to database initialization parameter files also apply to Oracle ASM
initialization parameter files.

When an Oracle ASM instance searches for an initialization parameter file, the search
order is:

1. The location of the initialization parameter file specified in the Grid Plug and Play
(GPnP) profile

2. If the location has not been set in the GPnP profile, then the search order changes
to:

a. SPFILE in the Oracle ASM instance home

For example, the SPFILE for Oracle ASM has the following default path in the
Oracle Grid Infrastructure home in a Linux environment:

SORACLE_HOME/dbs/spfile+ASM.ora
b. PFILE in the Oracle ASM instance home

Note: A PFILE or SPFILE is required if your configuration uses
non-default initialization parameters for the Oracle ASM instance.
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You can administer Oracle ASM initialization parameter files with SQL*Plus, Oracle
Enterprise Manager, ASMCA, and ASMCMD commands. For information about
Oracle Enterprise Manager, see "Configuring Oracle ASM Initialization Parameters
with Oracle Enterprise Manager" on page 9-3. For information about ASMCA, see
Chapter 11, "Oracle ASM Configuration Assistant". For information about ASMCMD
commands, see "ASMCMD Instance Management Commands" on page 12-10.

See Also:

m  Oracle Database Administrator’s Guide for more information about
creating and maintaining initialization parameter files

s Oracle Database 2 Day DBA for information about viewing and
modifying initialization parameters

»  Oracle Database SQL Language Reference for information about
creating an SPFILE with the CREATE SPFILE SQL statement

Backing Up, Copying, and Moving an Oracle ASM Initialization Parameter File

You can back up, copy, or move an Oracle ASM SPFILE with the ASMCMD spbackup,
spcopy or spmove commands. For information about these ASMCMD commands, see
"spbackup” on page 12-15, "spcopy" on page 12-16, and "spmove" on page 12-18.

You can also use the SQL CREATE SPFILE to create an Oracle ASM SPFILE when
connected to the Oracle ASM instance.

You can copy and move an Oracle ASM PFILE with the commands available on the
specific platform, such as cp for Linux.

After copying or moving an SPFILE or PFILE, you must restart the instance with the
SPFILE or PFILE in the new location to use that SPFILE or PFILE.

If the COMPATIBLE.ASM disk group attribute is set to 11.2 or greater for a disk group,
you can create, copy, or move an Oracle ASM SPFILE into the disk group.

For example, after upgrading an Oracle ASM instance from 11g release 1 (11.1) to 11g
release 2 (11.2), you could place the Oracle ASM SPFILE in a disk group that has
COMPATIBLE.ASM set to 11.2.

In the following steps, assume an Oracle ASM 11g release 2 (11.2) instance is using a
PFILE stored in $ORACLE_HOME/dbs/asmspfile.ora. You can use the SQL CREATE
SPFILE statement to create an SPFILE from a PFILE stored in a local or shared file
system. If a PFILE does not exist, then it could be created with the SQL CREATE PFILE
statement.

To create an SPFILE in a disk group, perform the following steps:
1. Connect to the Oracle ASM instance.
For example:

$ sglplus / as sysasm

2. Create an SPFILE in a disk group that has COMPATIBLE.ASM set to 11.2 with the SQL
CREATE SPFILE statement.
For example, create an Oracle ASM SPFILE from the existing PFILE.

SQL> CREATE SPFILE = '+DATA/asmspfile.ora'
FROM PFILE = 'SORACLE_HOME/dbs/asmpfile.ora';
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The CREATE SPFILE statement also updates the Grid Plug and Play (GPnP) profile.
You can check the location of the Oracle ASM SPFILE in the GPnP profile with the
ASMCMD spget command. See "spget"” on page 12-18.

3. Restart the Oracle ASM instance so that the instance reads the SPFILE in the new
location.

For information on shutting down and starting up an Oracle ASM instance, see
"Starting Up an Oracle ASM Instance" on page 3-13 and "Shutting Down an Oracle
ASM Instance" on page 3-16.

For information about disk group compatibility attributes, see "Disk Group
Compeatibility" on page 4-33. For information about upgrading an Oracle ASM
instance, see "Upgrading an Oracle ASM Instance in an Oracle Restart Configuration
with Oracle Universal Installer” on page 3-18.

See Also:

s Oracle Database Administrator’s Guide for more information about
creating and maintaining initialization parameter files

»  Oracle Database SQL Language Reference for information about
creating an SPFILE with the CREATE SPFILE SQL statement

»  Oracle Real Application Clusters Installation Guide for information
about Grid Plug and Play (GPnP)

Setting Oracle ASM Initialization Parameters

There are several initialization parameters that you must set for an Oracle ASM
instance. You can set these parameters with Oracle ASM Configuration Assistant
(ASMCA). You can also set some parameters after database creation using Oracle
Enterprise Manager or SQL ALTER SYSTEM or ALTER SESSION statements.

The INSTANCE_TYPE initialization parameter is the only required parameter in the
Oracle ASM instance parameter file. The Oracle ASM* parameters use suitable
defaults for most environments. You cannot use parameters with names that are
prefixed with Oracle ASM* in database instance parameter files.

Some database initialization parameters are also valid for an Oracle ASM instance
initialization file. In general, Oracle ASM selects the appropriate defaults for database
parameters that are relevant to an Oracle ASM instance.

For information about setting Oracle ASM parameters with Oracle Enterprise
Manager, see "Configuring Oracle ASM Initialization Parameters with Oracle
Enterprise Manager" on page 9-3.

Automatic Memory Management for Oracle ASM

Automatic memory management automatically manages the memory-related
parameters for both Oracle ASM and database instances with the MEMORY_TARGET
parameter. Automatic memory management is enabled by default on an Oracle ASM
instance, even when the MEMORY_TARGET parameter is not explicitly set. The default
value used for MEMORY_TARGET is acceptable for most environments. This is the only
parameter that you must set for complete Oracle ASM memory management. Oracle
strongly recommends that you use automatic memory management for Oracle ASM.

If you do not set a value for MEMORY_TARGET, but you do set values for other memory
related parameters, Oracle internally calculates the optimum value for MEMORY_TARGET
based on those memory parameter values. You can also increase MEMORY_TARGET
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dynamically, up to the value of the MEMORY_MAX_TARGET parameter, just as you can do
for the database instance.

Although it is not recommended, you can disable automatic memory management by
either setting the value for MEMORY_TARGET to 0 in the Oracle ASM parameter file or by
running an ALTER SYSTEM SET MEMORY_TARGET=0 statement. When you disable
automatic memory management, Oracle reverts to auto shared memory management
and automatic PGA memory management. To revert to Oracle Database 10g release 2
(10.2) functionality to manually manage Oracle ASM SGA memory, also run the ALTER
SYSTEM SET SGA_TARGET=0 statement. You can then manually manage Oracle ASM
memory using the information in "Oracle ASM Parameter Setting Recommendations"
on page 3-6, that discusses Oracle ASM memory-based parameter settings. Unless
specified, the behaviors of the automatic memory management parameters in Oracle
ASM instances behave the same as in Oracle Database instances.

Notes:

s For a Linux environment, automatic memory management cannot
work if /dev/shm is not available or is undersized. For more
information, see Oracle Database Administrator’s Reference for Linux
and UNIX-Based Operating Systems. For information about
platforms that support automatic memory management, see
Oracle Database Administrator’s Guide.

s The minimum MEMORY_TARGET for Oracle ASM is 256 MB. If you
set MEMORY_TARGET to 100 MB, then Oracle increases the value for
MEMORY_TARGET to 256 MB automatically.

See Also:

»  Oracle Database Administrator’s Guide for more information about
the functionality of automatic memory management for database
instances, which varies from Oracle ASM

»  Oracle Database Concepts for an overview of memory management
methods

Oracle ASM Parameter Setting Recommendations

This section contains information about the following parameters for Oracle ASM:
= ASM_DISKGROUPS

= ASM_DISKSTRING

= ASM_POWER_LIMIT

= ASM_PREFERRED_READ_FAILURE_GROUPS
= DB_CACHE_SIZE

= DIAGNOSTIC_DEST

= INSTANCE_TYPE

= LARGE_POOL_SIZE

= PROCESSES

» REMOTE_LOGIN_PASSWORDFILE

= SHARED_POOL_SIZE
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See Also:

n  Oracle Database Administrator’s Guide for more information about
creating and maintaining an initialization parameter file

s Oracle Database 2 Day DBA for information about viewing and
modifying initialization parameters

ASM_DISKGROUPS

The ASM_DISKGROUPS initialization parameter specifies a list of the names of disk
groups that an Oracle ASM instance mounts at startup. Oracle ignores the value that
you set for ASM_DISKGROUPS when you specify the NOMOUNT option at startup or when
you run the ALTER DISKGROUP ALL MOUNT statement. The default value of the ASM_
DISKGROUPS parameter is a NULL string. For information about disk groups that are
mounted at startup time, see "About Mounting Disk Groups at Startup” on page 3-16.

The ASM_DISKGROUPS parameter is dynamic. If you are using a server parameter file
(SPFILE), then you do not have to manually alter the value of ASM_DISKGROUPS. Oracle
ASM automatically adds a disk group to this parameter when the disk group is
successfully created or mounted. Oracle ASM also automatically removes a disk group
from this parameter when the disk group is dropped or dismounted.

The following is an example of setting the ASM_DISKGROUPS parameter dynamically:
SQL> ALTER SYSTEM SET ASM_DISKGROUPS = DATA, FRA;

When using a text initialization parameter file (PFILE), you may edit the initialization
parameter file to add the name of any disk group so that it is mounted automatically at

instance startup. You must remove the name of any disk group that you no longer
want automatically mounted.

The following is an example of the ASM_DISKGROUPS parameter in the initialization file:

ASM_DISKGROUPS = DATA, FRA

Note: Issuing the ALTER DISKGROUP...ALL MOUNT or ALTER
DISKGROUP...ALL DISMOUNT commands does not affect the value of ASM_
DISKGROUPS.

For additional information about mounting Oracle ASM disk groups, see "Mounting
and Dismounting Disk Groups" on page 4-44.

See Also: Oracle Database Reference for more information about the
ASM_DISKGROUPS initialization parameter

ASM_DISKSTRING

The ASM_DISKSTRING initialization parameter specifies a comma-delimited list of
strings that limits the set of disks that an Oracle ASM instance discovers. The
discovery strings can include wildcard characters. Only disks that match one of the
strings are discovered. The same disk cannot be discovered twice.

The discovery string format depends on the Oracle ASM library and the operating
system that are in use. Pattern matching is supported. Refer to your operating
system-specific installation guide for information about the default pattern matching.

For example, on a Linux server that does not use ASMLib, to limit the discovery
process to only include disks that are in the /dev/rdsk/mydisks directory, set the ASM_
DISKSTRING initialization parameter to:
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/dev/rdsk/mydisks/*

The asterisk is required. To limit the discovery process to only include disks that have
a name that ends in disk3 or disk4, set ASM_DISKSTRING to:

/dev/rdsk/*disk3, /dev/rdsk/*disk4

The ? character, when used as the first character of a path, expands to the Oracle home
directory. Depending on the operating system, when you use the ? character elsewhere
in the path, it is a wildcard for one character.

The default value of the ASM_DISKSTRING parameter is a NULL string. A NULL value
causes Oracle ASM to search a default path for all disks in the system to which the
Oracle ASM instance has read and write access. The default search path is
platform-specific. Refer to your operating system specific installation guide for more
information about the default search path.

Oracle ASM cannot use a disk unless all of the Oracle ASM instances in the cluster can
discover the disk through one of their own discovery strings. The names do not have
to be the same on every node, but all disks must be discoverable by all of the nodes in
the cluster. This may require dynamically changing the initialization parameter to
enable adding new storage.

For additional information about discovering disks, see "Oracle ASM Disk Discovery"
on page 4-20.

See Also:

»  Oracle Exadata documentation for information about the Oracle
ASM discovery string format for Oracle Exadata

»  Oracle Database Reference for more information about the ASM_
DISKSTRING initialization parameter

ASM_POWER_LIMIT

The ASM_POWER_LIMIT initialization parameter specifies the default power for disk
rebalancing in a disk group. The range of values is 0 to 1024. The default value is 1. A
value of 0 disables rebalancing. Higher numeric values enable the rebalancing
operation to complete more quickly, but might result in higher I/O overhead and more
rebalancing processes.

»  For disk groups that have the disk group ASM compatibility set to 11.2.0.2 or
greater (for example, COMPATIBLE.ASM = 11.2.0.2), the operational range of values
is 0 to 1024 for the rebalance power.

»  For disk groups that have the disk group ASM compatibility set to less than
11.2.0.2, the operational range of values is 0 to 11 inclusive. If the value for AsM_
POWER_LIMIT is larger than 11, a value of 11 is used for these disk groups.

You can also specify the power of the rebalancing operation in a disk group with the
POWER clause of the SQL ALTER DISKGROUP ... REBALANCE statement. The range of
allowable values for the POWER clause is the same for the ASM_POWER_LIMIT
initialization parameter. If the value of the POWER clause is specified larger than 11 for a
disk group with ASM compatibility set to less than 11.2.0.2, then a warning is
displayed and a POWER value equal to 11 is used for rebalancing.

For information about the ASM_POWER_LIMIT unitization parameter, and the POWER
clause, refer to "Manually Rebalancing Disk Groups" on page 4-18 and "Tuning
Rebalance Operations" on page 4-19. For information about disk group compatibility,
see "Disk Group Compatibility" on page 4-33.
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See Also:

" Oracle Database Reference for more information about the ASM_
POWER_LIMIT initialization parameter

»  Oracle Database SQL Language Reference for more information
about the POWER clause of the SQL ALTER DISKGROUP REBALANCE
statement

ASM_PREFERRED_READ_FAILURE_GROUPS

The ASM_PREFERRED_READ_FAILURE_GROUPS initialization parameter value is a
comma-delimited list of strings that specifies the failure groups that should be
preferentially read by the given instance. The ASM_PREFERRED_READ_FAILURE_GROUPS
parameter setting is instance specific. The default value is NULL. This parameter is
generally used for clustered Oracle ASM instances and its value can be different on
different nodes.

For example:
diskgroup_namel.failure_group_namel, ...
For more information about ASM_PREFERRED_READ_FAILURE_GROUPS, refer to "Preferred
Read Failure Groups" on page 4-30.
See Also:

»  Oracle Real Application Clusters Administration and Deployment
Guide for more information about configuring preferred disks in
extended clusters

»  Oracle Database Reference for more information about the ASM_
PREFERRED_READ_FAILURE_GROUPS initialization parameter

DB_CACHE_SIZE

You do not have to set a value for the DB_CACHE_SIZE initialization parameter if you
use automatic memory management. The setting for the DB_CACHE_SIZE parameter
determines the size of the buffer cache. This buffer cache is used to store metadata
blocks. The default value for this parameter is suitable for most environments.

See Also:

m  Oracle Database Administrator’s Guide for more information about
setting the DB_CACHE_SIZE initialization parameter

»  Oracle Database Performance Tuning Guide for more information
about memory configuration

»  Oracle Database Reference for more information about the DB_
CACHE_SIZE parameter

DIAGNOSTIC_DEST

The DIAGNOSTIC_DEST initialization parameter specifies the directory where
diagnostics for an instance are located. The default value for an Oracle ASM instance is
the $ORACLE_BASE directory for the Oracle Grid Infrastructure installation.

Example 3-1 shows an example of the diagnostic directory for an Oracle ASM
instance.
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Example 3-1 Sample diagnostic directory for an Oracle ASM instance

$ 1s SORACLE_BASE/diag/asm/+asm/+ASM
alert cdump hm incident incpkg ir 1ck metadata stage sweep trace

See Also:

s Oracle Database Administrator's Guide for more information about
the DIAGNOSTIC_DEST initialization parameter and the fault
diagnosability infrastructure.

»  Oracle Database Reference for more information about the
DIAGNOSTIC_DEST parameter

INSTANCE_TYPE

The INSTANCE_TYPE initialization parameter is optional for an Oracle ASM instance in
an Oracle Grid Infrastructure home.

The following is an example of the INSTANCE_TYPE parameter in the initialization file:
INSTANCE_TYPE = ASM

See Also: Oracle Database Reference for more information about the
INSTANCE_TYPE parameter

LARGE_POOL_SIZE

You do not have to set a value for the LARGE_POOL_SIZE initialization parameter if you
use automatic memory management.

The setting for the LARGE_POOL_SIZE parameter is used for large allocations. The
default value for this parameter is suitable for most environments.
See Also:

m  Oracle Database Administrator’s Guide for more information about
setting the LARGE_POOL_SIZE initialization parameter

»  Oracle Database Performance Tuning Guide for more information
about memory configuration

»  Oracle Database Reference for more information about the LARGE_
POOL_SIZE parameter

PROCESSES

The PROCESSES initialization parameter affects Oracle ASM, but the default value is
usually suitable. However, if multiple database instances are connected to an Oracle
ASM instance, you can use the following formula:

PROCESSES =50 + 50*n

where n is the number database instances connecting to the Oracle ASM instance.

See Also:

n  Oracle Database Administrator’s Guide for more information about
setting the PROCESSES initialization parameter

»  Oracle Database Reference for more information about the
PROCESSES parameter
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REMOTE_LOGIN_PASSWORDFILE

The REMOTE_LOGIN_PASSWORDFILE initialization parameter specifies whether the Oracle
ASM instance checks for a password file. This parameter operates the same for Oracle
ASM and database instances.

See Also:

n  Oracle Database Administrator’s Guide for more information about
setting the REMOTE_LOGIN_PASSWORDFILE initialization parameter

»  Oracle Database Reference for more information about the REMOTE_
LOGIN_PASSWORDFILE parameter

SHARED_POOL_SIZE

You do not have to set a value for the SHARED_POOL_SIZE initialization parameter if you
use automatic memory management. The setting for the SHARED_POOL_SIZE parameter
determines the amount of memory required to manage the instance. The setting for
this parameter is also used to determine the amount of space that is allocated for
extent storage. The default value for this parameter is suitable for most environments.

See Also:

m  Oracle Database Administrator’s Guide for more information about
setting the SHARED_POOL_SIZE initialization parameter

»  Oracle Database Performance Tuning Guide for more information
about memory configuration

»  Oracle Database Reference for more information about the SHARED_
POOL_SIZE parameter

Setting Database Initialization Parameters for Use with Oracle ASM

When you do not use automatic memory management in a database instance, the SGA
parameter settings for a database instance may require minor modifications to support
Oracle ASM. When you use automatic memory management, the sizing data
discussed in this section can be treated as informational only or as supplemental
information to help determine the appropriate values that you should use for the SGA.
Oracle highly recommends using automatic memory management.

See Also:

n  Oracle Database Administrator’s Guide for information about
managing memory allocation in an Oracle Database instance

»  Oracle Database Performance Tuning Guide for more information
about memory configuration and use

The following are configuration guidelines for SGA sizing on the database instance:
= PROCESSES initialization parameter—Add 16 to the current value

= LARGE_POOL_SIZE initialization parameter—Add an additional 600K to the current
value

= SHARED_POOL_SIZE initialization parameter—Aggregate the values from the
following queries to obtain the current database storage size that is either on
Oracle ASM or stored in Oracle ASM. Next, determine the redundancy type and
calculate the SHARED_POOL_SIZE using the aggregated value as input.

SELECT SUM(bytes)/(1024%1024*1024) FROM V$DATAFILE;
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SELECT SUM (bytes)/(1024*1024*1024) FROM VSLOGFILE a, VSLOG b
WHERE a.group#=b.group#;

SELECT SUM(bytes)/(1024*1024*1024) FROM VSTEMPFILE
WHERE status='ONLINE';

-  For disk groups using external redundancy, every 100 GB of space needs 1 MB

of extra shared pool plus 2 MB

-  For disk groups using normal redundancy, every 50 GB of space needs 1 MB of

extra shared pool plus 4 MB

- For disk groups using high redundancy, every 33 GB of space needs 1 MB of

extra shared pool plus 6 MB

See Also:

s Oracle Database Administrator’s Guide for information about
managing memory allocation in an Oracle Database instance

»  Oracle Database Performance Tuning Guide for more information
about memory configuration and use

Managing Oracle ASM Instances

This section describes how to administer Oracle ASM instances under the following
topics:

Administering Oracle ASM Instances with Server Control Utility
Using Oracle Restart

Starting Up an Oracle ASM Instance

Shutting Down an Oracle ASM Instance

Upgrading an Oracle ASM Instance in an Oracle Restart Configuration with
Oracle Universal Installer

Downgrading an Oracle ASM Instance in an Oracle Restart Configuration
Out of Place Upgrades
Configuring Oracle Grid Infrastructure with the Configuration Wizard

Active Session History Sampling for Oracle ASM

Administering Oracle ASM Instances with Server Control Utility

In addition to the Oracle ASM administration procedures that this section describes,
you can use Server Control Utility (SRVCTL) in clustered Oracle ASM environments to
perform the following Oracle ASM administration tasks:

Add and remove the Oracle ASM CRS resource in Oracle Cluster Registry (OCR)
Enable, disable, start, and stop Oracle ASM instances
Display the Oracle ASM instance configuration and status

See Also: The Oracle Real Application Clusters Administration and

Deployment Guide for information about administering Oracle ASM
instances with SRVCTL
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Using Oracle Restart

Oracle Restart improves the availability of your Oracle database. When you install the
Oracle Grid Infrastructure for a standalone server, it includes both Oracle ASM and
Oracle Restart. Oracle Restart runs out of the Oracle Grid Infrastructure home, which
you install separately from Oracle Database homes.

Oracle Restart provides managed startup and restart of a single-instance
(non-clustered) Oracle Database, Oracle ASM instance, service, listener, and any other
process running on the server. If an interruption of a service occurs after a hardware or
software failure, Oracle Restart automatically takes the necessary steps to restart the
component.

With Server Control Utility (SRVCTL) you can add a component, such as an Oracle
ASM instance, to Oracle Restart. You then enable Oracle Restart protection for the
Oracle ASM instance. With SRVCTL, you also remove or disable Oracle Restart
protection.

See Also:

s Oracle Database Administrator’s Guide for information about
configuring and administering Oracle Restart

»  Oracle Real Application Clusters Administration and Deployment
Guide for information about automatically restarting
single-instance databases residing on an Oracle RAC node

»  Oracle Grid Infrastructure Installation Guide for information about
installation of Oracle Grid Infrastructure

Starting Up an Oracle ASM Instance
This section describes how to start Oracle ASM instances under the following topics:
= Connecting To and Starting Up an Oracle ASM Instance
= Starting Up an Oracle ASM instance with an Incorrect SPFILE Path
= About Mounting Disk Groups at Startup
= About Restricted Mode

Connecting To and Starting Up an Oracle ASM Instance

You start an Oracle ASM instance similarly to the way in which you start an Oracle
database instance with some minor differences.

When starting an Oracle ASM instance, note the following:

s To connect to a local Oracle ASM instance with SQL*Plus, set the ORACLE_SID
environment variable to the Oracle ASM system identifier (SID).

The default Oracle ASM SID for a single-instance database is +ASM, and the default
SID for Oracle ASM for an Oracle RAC node is +ASMnode_number where node_
number is the number of the node. The ORACLE_HOME environment variable must be
set to the Grid Infrastructure home where Oracle ASM was installed.

Note: Oracle recommends that you do not change the default Oracle
ASM SID name.

s The initialization parameter file must contain the following entry:
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INSTANCE_TYPE = ASM

This parameter indicates that an Oracle ASM instance, not a database instance, is
starting.

= When you run the STARTUP command, rather than trying to mount and open a
database, this command attempts to mount Oracle ASM disk groups.

For information about disk groups that are mounted at startup time, see "About
Mounting Disk Groups at Startup" on page 3-16.

After the Oracle ASM instance has started, you can mount disk groups with the
ALTER DISKGROUP...MOUNT command. See "Mounting and Dismounting Disk
Groups" on page 4-44 for more information.

s The associated Oracle database instance does not have to be running when you
start the associated Oracle ASM instance.

The following list describes how Oracle ASM interprets SQL*Plus STARTUP command
parameters.

m FORCE Parameter
Issues a SHUTDOWN ABORT to the Oracle ASM instance before restarting it.

If an Oracle Automatic Storage Management Cluster File System (Oracle ACFS)
file system is currently mounted on Oracle ADVM volumes, the file system should
first be dismounted. Otherwise, applications encounter I/O errors and Oracle
ACFS user data and metadata may not be written to storage before the Oracle
ASM storage is fenced. For information about dismounting an Oracle ACFS file
system, see "Deregistering, Dismounting, and Disabling Volumes and Oracle
ACEFS File Systems" on page 13-18.

s MOUNT or OPEN Parameter

Mounts the disk groups specified in the ASM_DISKGROUPS initialization parameter.
This is the default if no command parameter is specified.

= NOMOUNT Parameter
Starts up the Oracle ASM instance without mounting any disk groups.
= RESTRICT Parameter

Starts up an instance in restricted mode that enables access only to users with both
the CREATE SESSION and RESTRICTED SESSION system privileges. You can use the
RESTRICT clause in combination with the MOUNT, NOMOUNT, and OPEN clauses.

See Also: "About Restricted Mode" on page 3-16 for more
information

In restricted mode, database instances cannot use the disk groups. In other words,
databases cannot open files that are in that disk group. Also, the disk group cannot
be mounted by any other instance in the cluster. Mounting the disk group in
restricted mode enables only one Oracle ASM instance to mount the disk group.
This mode is useful to mount the disk group for repairing configuration issues.

The following is a sample SQL*Plus session for starting an Oracle ASM instance.

SQLPLUS /NOLOG

SQL> CONNECT SYS AS SYSASM
Enter password: sys_password
Connected to an idle instance.
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SQL> STARTUP
ASM instance started

Total System Global Area 71303168 bytes

Fixed Size 1069292 bytes
Variable Size 45068052 bytes
ASM Cache 25165824 bytes

ASM disk groups mounted

For more information about user authentication, see "Authentication for Accessing
Oracle ASM Instances" on page 3-25.

See Also:

s Oracle Database Administrator’s Guide for more information about
using environment variables to select instances

»  Oracle Database Administrator’s Guide for more information about
starting up and shutting down Oracle instances

»  Oracle Real Application Clusters Administration and Deployment
Guide for information about starting an Oracle ASM instance with
SRVCTL in Oracle RAC

»  Oracle Clusterware Administration and Deployment Guide for
information about Oracle Clusterware Cluster subcomponent
processes and background processes

»  Oracle Database Concepts for information about Oracle database
background processes

»  Oracle Database Reference for a description of the Oracle
background processes

Starting Up an Oracle ASM instance with an Incorrect SPFILE Path

If the SPFILE path in the GPNP profile is incorrect, you can start the Oracle ASM
instance as follows:

1.

Create a PFILE with one line in it that identifies the path to the SPFILE.
For example:

Create the /u0l/oracle/dbs/spfileasm _init.ora file that contains:
SPFILE='+DATA/asm/asmparameterfile/asmspfile.ora’

Start up the instance using the initialization parameter file.

For example:

SQL> STARTUP PFILE=/u0l/oracle/dbs/spfileasm_init.ora

After the instance is running, use the ASMCMD spset command to update the
SPFILE path in the GPNP profile. See "spset” on page 12-19.

For example:

ASMCMD> spset +DATA/asm/asmparameterfile/asmspfile.ora

See Also: Oracle Database Administrator’s Guide for more information
about using STARTUP with a non-default server parameter file
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About Mounting Disk Groups at Startup
At startup, the Oracle ASM instance attempts to mount the following disk groups:

s Disk groups specified in the ASM_DISKGROUPS initialization parameter
= Disk group used by Cluster Synchronization Services (CSS) for voting files
=  Disk groups used by Oracle Clusterware for Oracle Cluster Registry (OCR)

s Disk group used by the Oracle ASM instance to store the ASM server parameter
file (SPFILE)

If no disk groups are found in the previous list, then the Oracle ASM instance does not
mount any disk groups at startup. After the Oracle ASM instance has started, you can
mount disk groups with the ALTER DISKGROUP. . .MOUNT command. For more
information, see "Mounting and Dismounting Disk Groups" on page 4-44.

About Restricted Mode

You can use the STARTUP RESTRICT command to control access to an Oracle ASM
instance while you perform maintenance. When an Oracle ASM instance is active in
this mode, all of the disk groups that are defined in the ASM_DISKGROUPS parameter are
mounted in RESTRICTED mode. This prevents databases from connecting to the Oracle
ASM instance. In addition, the restricted clause of the ALTER SYSTEM statement is
disabled for the Oracle ASM instance. The ALTER DISKGROUP diskgroup MOUNT
statement is extended to enable Oracle ASM to mount a disk group in restricted mode.

When you mount a disk group in RESTRICTED mode, the disk group can only be
mounted by one instance. Clients of Oracle ASM on that node cannot access that disk
group while the disk group is mounted in RESTRICTED mode. The RESTRICTED mode
enables you to perform maintenance tasks on a disk group in the Oracle ASM instance
without interference from clients.

Rebalance operations that occur while a disk group is in RESTRICTED mode eliminate
the lock and unlock extent map messaging that occurs between Oracle ASM instances
in an Oracle RAC environment. This improves the overall rebalance throughput. At
the end of a maintenance period, you must explicitly dismount the disk group and
remount it in normal mode.

Shutting Down an Oracle ASM Instance

The Oracle ASM shutdown process is initiated when you run the SHUTDOWN command
in SQL*Plus. Before you run this command, ensure that the ORACLE_SID environment
variable is set to the Oracle ASM SID so that you can connect to the local Oracle ASM
instance. The default Oracle ASM SID for a single-instance database is +ASM, and the
default SID for Oracle ASM for an Oracle RAC node is +ASMnode_number where node_
number is the number of the node. The ORACLE_HOME environment variable must be set
to the Grid Infrastructure home where Oracle ASM was installed.

Oracle strongly recommends that you shut down all database instances that use the
Oracle ASM instance and dismount all file systems mounted on Oracle ASM Dynamic
Volume Manager (Oracle ADVM) volumes before attempting to shut down the Oracle
ASM instance.

If Oracle Cluster Registry (OCR) or voting files are stored in a disk group, the disk
group can only be dismounted by shutting down the Oracle ASM instance as part of
shutting down the clusterware on a node. To shut down the clusterware, run crsctl
stop crs.
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See Also:

n  Oracle Database Administrator’s Guide for more information about
using environment variables to select instances

n  Oracle Database Administrator’s Guide for more information about
starting up and shutting down Oracle instances

»  Oracle Clusterware Administration and Deployment Guide for
information about managing voting files, Oracle Cluster Registry
(OCR), and Oracle Local Registry (OLR)

To shut down an Oracle ASM instance, perform the following steps:

SQLPLUS /NOLOG

SQL> CONNECT SYS AS SYSASM
Enter password: sys_password
Connected.

SQL> SHUTDOWN NORMAL

For more information about user authentication, see "Authentication for Accessing
Oracle ASM Instances" on page 3-25.

The following list describes the SHUTDOWN modes and the behavior of the Oracle ASM
instance in each mode.

NORMAL Clause

Oracle ASM waits for any in-progress SQL to complete before performing an
orderly dismount of all of the disk groups and shutting down the Oracle ASM
instance. Before the instance is shut down, Oracle ASM waits for all of the
currently connected users to disconnect from the instance. If any database
instances are connected to the Oracle ASM instance, then the SHUTDOWN command
returns an error and leaves the Oracle ASM instance running. NORMAL is the default
shutdown mode.

IMMEDIATE or TRANSACTIONAL Clause

Oracle ASM waits for any in-progress SQL to complete before performing an
orderly dismount of all of the disk groups and shutting down the Oracle ASM
instance. Oracle ASM does not wait for users currently connected to the instance
to disconnect. If any database instances are connected to the Oracle ASM instance,
then the SHUTDOWN command returns an error and leaves the Oracle ASM instance
running. Because the Oracle ASM instance does not contain any transactions, the
TRANSACTIONAL mode behaves the same as IMMEDIATE mode.

ABORT Clause

The Oracle ASM instance immediately shuts down without the orderly dismount
of disk groups. This causes recovery to occur upon the next Oracle ASM startup.

If any database instance is connected to the Oracle ASM instance, then the
database instance aborts.

If any Oracle Automatic Storage Management Cluster File System (Oracle ACFS)
file systems are currently mounted on Oracle ADVM volumes, those file systems
should first be dismounted. Otherwise, applications encounter I/O errors and
Oracle ACFS user data and metadata may not be written to storage before the
Oracle ASM storage is fenced. For information about dismounting an Oracle ACFS
file system, see "Deregistering, Dismounting, and Disabling Volumes and Oracle
ACEFS File Systems" on page 13-18. For more information about user
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authentication on Oracle ASM instance, see "Authentication for Accessing Oracle
ASM Instances" on page 3-25.

Upgrading an Oracle ASM Instance in an Oracle Restart Configuration with Oracle
Universal Installer

This section discusses the process to upgrade an Oracle ASM instance to an Oracle
Restart 11g release 2 (11.2) configuration. The recommended practice is to upgrade an
Oracle ASM instance with Oracle Universal Installer (OUI). OUI automatically
defaults to upgrade mode when it detects an Oracle ASM instance at a previous
release level.

This section discusses the following topics:

s Upgrading an Oracle ASM Instance from 11.1 to 11.2 in an Oracle Restart
Configuration with Oracle Universal Installer

= Upgrading an Oracle ASM Instance from 11.2.0.x to 11.2.0.3 in an Oracle Restart
Configuration with Oracle Universal Installer

Notes:

= For information about performing an Oracle ASM Rolling
Upgrade from 11.1.0.6 to 11.2.0.1, refer to Oracle Database
Readme.

= For information about upgrading Oracle ASM from version
11.2.0.1 to 11.2.0.2, see "Out of Place Upgrades" on page 3-24.

s In an Oracle Clusterware configuration, the Oracle ASM instance
is upgraded as part of the Oracle Clusterware upgrade.

= If you are making any changes to Oracle software, Oracle
recommends that you create a backup of the Oracle software.

See Also:

»  Oracle Grid Infrastructure Installation Guide for information about
installing and upgrading Oracle Grid Infrastructure

»  Articles at My Oracle Support (https://support.oracle.com) for
information about upgrading Oracle ASM

For information about copying and moving an Oracle ASM instance initialization
parameter file after upgrading, see "Backing Up, Copying, and Moving an Oracle ASM
Initialization Parameter File" on page 3-4.

Note: The procedures described in this section upgrade the Oracle
ASM instance and Oracle Restart (standalone) configuration. To
upgrade Oracle Database and Oracle Enterprise Manager, see Oracle
Database Upgrade Guide.
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Upgrading an Oracle ASM Instance from 11.1 to 11.2 in an Oracle Restart
Configuration with Oracle Universal Installer

The following procedure describes how to upgrade an Oracle ASM instance from 11g
release 1 (11.1) to 11g release 2 (11.2) in an Oracle Restart (standalone) configuration. In
this scenario:

The Oracle ASM and Oracle Database 11¢ release 1 (11.1) instances exist in
separate homes.

The Oracle Grid Infrastructure 11g release 2 (11.2) is to be installed in a separate
home and the Oracle ASM instance 11g release 2 (11.2) is to be set up as an Oracle
Restart (single-instance) configuration.

Shut down the Oracle Enterprise Manager agent, Oracle Database instances,
Oracle ASM instance, and the listener in the older database and Oracle ASM
homes.

= Run emctl stop dbconsole to stop the Oracle Enterprise Manager agent.

= Connect to the database instances with SQL*Plus as a privileged user and run
the SHUTDOWN command.

= Connect to the Oracle ASM instance with SQL*Plus as a privileged user and
run the SHUTDOWN command.

= Run lsnrctl and enter the STOP command to stop the listener.
For information about shutting down an Oracle ASM instance, see "Shutting
Down an Oracle ASM Instance” on page 3-16.

See Also:

= Oracle Enterprise Manager manuals and online help for
information about starting and stopping the Oracle Enterprise
Manager agent

n  Oracle Database Administrator’s Guide for more information about
starting up and shutting down Oracle instances

»  Oracle Database Net Services Administrator’s Guide for information
about configuring a listener
Start the Oracle Grid Infrastructure OUI and select the Upgrade Oracle Grid
Infrastructure option.

Complete the screens in the OUI installer and run the scripts as prompted by the
OUl installer.

For example, on Linux you must run the root . sh script as the root user.

# GRID HOME/root.sh

Confirm that the listener and Oracle ASM instance are running in the Oracle Grid
Infrastructure home and ensure that the Oracle Database instance and Oracle
Enterprise Manager agent are running in the old database home.

= Confirm that the listener is running.
Otherwise, start the listener with Server Control Utility (SRVCTL).
For example:

S srvctl start listener
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s Confirm that the Oracle ASM instance is running.
For example:

$ srvctl status listener
$ srvctl status asm

Otherwise, start the Oracle ASM instance with SRVCTL.
For example:

S srvctl start asm

= Ensure that the database instances are running. Otherwise, connect to the
database instances with SQL*Plus as a privileged user and run the STARTUP
command.

»  Ensure that the Oracle Enterprise Manager agent is running. Otherwise start
the Oracle Enterprise Manager agent with emctl start dbconsole.

Upgrading an Oracle ASM Instance from 11.2.0.x to 11.2.0.3 in an Oracle Restart
Configuration with Oracle Universal Installer

The following procedure describes how to upgrade an Oracle ASM instance from 11g
release 2 (11.2.0.x) to 11g release 2 (11.2.0.3) in an Oracle Restart (standalone)
configuration. In this scenario:

The Oracle ASM and Oracle Database 11¢ release 2 instances exist in separate
homes.

The Oracle Grid Infrastructure 11g release 2 (11.2.0.3) is to be installed in a separate
home and the Oracle ASM instance 11g release 2 (11.2.0.3) is to be set up as an
Oracle Restart (single-instance) configuration.

Shut down the Oracle Enterprise Manager agent, Oracle Database instances, and
the listener in the older database home.

= Run emctl stop dbconsole to stop the Oracle Enterprise Manager agent.

= Connect to the database instances with SQL*Plus as a privileged user and run
the SHUTDOWN command.
See Also:

s Oracle Enterprise Manager manuals and online help for
information about starting and stopping the Oracle Enterprise
Manager agent

n  Oracle Database Administrator’s Guide for more information about
starting up and shutting down Oracle instances

Start the Oracle Grid Infrastructure OUI and select the Upgrade Oracle Grid
Infrastructure option.

Complete the screens in the OUI installer and run the scripts as prompted by the
OUl installer.

For example, on Linux you must run the rootupgrade. sh script as the root user:
# GRID_HOME/rootupgrade.sh
Confirm that the listener and Oracle ASM instance are running in the Oracle Grid

Infrastructure home and ensure that the Oracle Database instance and Oracle
Enterprise Manager agent are running in the old database home.

3-20 Oracle Automatic Storage Management Administrator's Guide



Managing Oracle ASM Instances

Confirm that the listener is running.
Otherwise, start the listener with Server Control Utility (SRVCTL).
For example:

$ srvctl start listener

Confirm that the Oracle ASM instance is running.
For example:

$ srvctl status listener
S srvctl status asm

Otherwise, start the Oracle ASM instance with SRVCTL.

For example:

$ srvctl start asm

Ensure that the database instances are running. Otherwise, connect to the

database instances with SQL*Plus as a privileged user and run the STARTUP
command.

Ensure that the Oracle Enterprise Manager agent is running. Otherwise start
the Oracle Enterprise Manager agent with emctl start dbconsole.

Downgrading an Oracle ASM Instance in an Oracle Restart Configuration

This section discusses the process to downgrade an Oracle ASM instance that has been
upgraded to an Oracle Restart (standalone) configuration.

Notes:

= In an Oracle Clusterware configuration, the Oracle ASM instance
is downgraded as part of the Oracle Clusterware downgrade.

= If you are making any changes to Oracle software, Oracle
recommends that you create a backup of the Oracle software.

See Also:

»  Oracle Grid Infrastructure Installation Guide for information about
downgrading Oracle Clusterware

= Articles at My Oracle Support (https://support.oracle.com) for
information about downgrading Oracle ASM

The following procedure describes how to downgrade an Oracle ASM instance from
Oracle 114 release 2 (11.2) to Oracle 11g release 1 (11.1). In this scenario, the Oracle
ASM instance was previously upgraded from an Oracle 11g release 1 (11.1) home to an
Oracle Restart (standalone) 11g release 2 (11.2) configuration. The Oracle 11g release 1
(11.1) home was not removed.

1.

Determine disk group compatibility attribute settings.

If compatibility attributes have been advanced, then the disk groups must be
re-created using compatibility attributes that allow access by the downgraded
Oracle ASM and Oracle Database instances. A new disk group must be created
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with the old compatibility attributes and then you must restore the database files
that were in the disk group.

When you revert to a new disk group with the old compatibility attribute settings,
the latest Oracle ASM features might not be available. For example, if you revert
the disk group compatibility to a pre-11.2 value, Oracle ACFS functionality is not
available.

Copy or move an Oracle ASM SPFILE in a disk group to the file system before
reverting disk group compatibility. Check the initialization parameters to ensure
they are compatible with Oracle ASM 11g release 1 (11.1).

For information about reverting disk group compatibility, see "Reverting Disk
Group Compatibility" on page 4-39. For information about moving data files
between disk groups, see "Moving Data Files Between Oracle ASM Disk Groups
Using RMAN" on page 8-9.

2. Downgrade any client databases from 11g release 2 (11.2) down to 11g release 1
(11.1).

See Also: Oracle Database Upgrade Guide for information about
downgrading an Oracle Database and Oracle Enterprise Manager

3. Shut down the Oracle Enterprise Manager agent, Oracle Database instance, Oracle
ASM instance, and the listener in the database and Oracle ASM homes.
= Run emctl stop dbconsole to stop the Oracle Enterprise Manager agent.

= Connect to the database instances with SQL*Plus as a privileged user and run
the SHUTDOWN command.

s Shut down the Oracle ASM instance with Server Control Utility (SRVCTL).

$ srvctl stop asm

= Stop the listener with SRVCTL.

$ srvctl stop listener

For information about shutting down an Oracle ASM instance, see "Shutting
Down an Oracle ASM Instance" on page 3-16.

See Also:

s Oracle Enterprise Manager manuals and online help for
information about starting and stopping the Oracle Enterprise
Manager agent

s Oracle Database Administrator’s Guide for more information about
starting up and shutting down Oracle instances

m  Oracle Database Net Services Administrator’s Guide for information
about configuring a listener

»  Oracle Real Application Clusters Administration and Deployment
Guide for information about Server Control Utility (SRVCTL)
4. Deconfigure the Oracle Restart 11¢ release 2 (11.2) configuration.
Run the roothas.pl script as root.
For example, on Linux:

# GRID _HOME/crs/install/roothas.pl -deconfig
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The Oracle 11g release 2 (11.2) inittab and init* scripts should be removed with
the deconfiguration of Oracle Clusterware.

Unload the Oracle ACFS drivers.
For example, on Linux run acfsload stop as root.

# GRID_HOME/bin/acfsload stop

For information about Oracle ACFS driver resource management, see "Oracle
ACFS Drivers Resource Management" on page B-3.

Re-create the Oracle ASM 11g release 1 (11.1) resources.

Run localconfig as root to add the resources to the Oracle ASM 11g release 1
(11.1) home.

For example, on Linux:

# ORACLE_ASM_11.1_HOME/bin/localconfig add

If localconfig add fails, then use the reset option followed by the ORACLE_HOME to
reset the existing resources.

For example, on Linux:

# localconfig reset ORACLE_ASM_11.1_HOME

Confirm that the Oracle ASM PFILE and listerner.ora files are present in the
Oracle ASM 11g release 1 (11.1) home.

If the Oracle ASM 11g release 1 (11.1) home has not been removed, then the files
should be available.

Configure additional configuration files in the Oracle ASM 11g release 1 (11.1)
home.

For example, update files in the /etc directory on the Linux computer.

Update the Oracle ASM entry in /etc/oratab to point to the Oracle ASM 11g
release 1 (11.1) home, as shown in the following example:

+ASM: /ORACLE_ASM_11.1 HOME/product/11.1.0/asm_1:N

The 11g release 2 (11.2) inittab and init* scripts should be removed with the
deconfiguration of Oracle Clusterware.

Ensure that the listener, Oracle ASM instance, Oracle Database instance, and
Oracle Enterprise Manager agent are running in the 11g release 1 (11.1) Oracle
ASM and database homes.

s Start the listener with 1snrctl and enter the START option.

If necessary, start Network Configuration Assistant (NETCA) in the Oracle
ASM 11g release 1 (11.1) home with netca. Follow the prompts in the wizard
to reconfigure the listener.

= Connect to the Oracle ASM instance with SQL*Plus as a privileged user and
run the STARTUP command.

= Connect to the database instances with SQL*Plus as a privileged user and run
the STARTUP command.

= Start the Oracle Enterprise Manager agent with emctl start dbconsole.
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Oracle Enterprise Manager may require configuration after the Oracle ASM
instance has been downgraded.

Out of Place Upgrades

With an out-of-place upgrade, the installer installs the newer version of Oracle Grid
Infrastructure in a separate Oracle Grid Infrastructure home.

An in-place upgrade of Oracle Grid Infrastructure 11g release 2 is not supported. For
example, an upgrade of Oracle Grid Infrastructure 11.2.0.1 to 11.2.0.2 must be an out of
place upgrade.

See Also:  Oracle Grid Infrastructure Installation Guide for information
about installing Oracle Grid Infrastructure, out of place upgrades, and
performing rolling upgrades of Oracle Grid Infrastructure and Oracle
ASM

Configuring Oracle Grid Infrastructure with the Configuration Wizard

The Oracle Grid Infrastructure configuration wizard can update the configuration of
an Oracle Grid Infrastructure environment after the software has been installed. The
configuration wizard accepts your input, validates the input, and populates the
configuration data into the CRSCONFIG_PARAMS file. If additional scripts must be run,
the configuration wizard directs you to run those scripts.

See Also: Oracle Clusterware Administration and Deployment Guide for
information about the Oracle Grid Infrastructure configuration
wizard.

Active Session History Sampling for Oracle ASM

Active Session History sampling is now available on Oracle ASM instances. This
activity is exposed in the dynamic VSACTIVE_SESSION_HISTORY view. Active Session
History sampling requires a diagnostic pack license for the Oracle ASM instance.

See Also:

»  Oracle Database Performance Tuning Guide for more information
about gathering performance statistics

»  Oracle Database Reference for a description of the VSACTIVE_
SESSION HISTORY view

Using Oracle ASM Rolling Upgrade

Note: For information about performing an Oracle ASM Rolling
Upgrade from 11.1.0.6 to 11.2.0.1, refer to Oracle Database Readme

Oracle ASM rolling upgrade enables you to independently upgrade or patch clustered
Oracle ASM nodes without affecting database availability, thus providing greater
uptime. Rolling upgrade means that some features of a clustered Oracle ASM
environment continue to function when one or more of the nodes in the cluster uses
different software versions. Oracle recommends that you perform an Oracle ASM
rolling upgrade when performing an Oracle Clusterware rolling upgrade. Note that
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Oracle ASM is upgraded with Oracle Clusterware for Oracle 11g Release 2 (11.2) or
later as both are in the Oracle Grid Infrastructure 11g Release 2 (11.2) home.

To perform a rolling upgrade from Oracle 11g Release 1 (11.1) to Oracle 11g Release 2
(11.2), your environment must be prepared. Oracle Clusterware must be fully
upgraded to the next patch or release version before you start the Oracle ASM rolling
upgrade. In addition, you should prepare your Oracle Clusterware in a rolling
upgrade manner to ensure high availability and maximum uptime. Note that the
rolling upgrade to Oracle 11g Release 2 (11.2) moves the Oracle ASM instance to
Oracle Grid Infrastructure 11g Release 2 (11.2) home.

You can upgrade a single Oracle ASM instance with Oracle Universal Installer (OUI).
For information, see "Upgrading an Oracle ASM Instance in an Oracle Restart
Configuration with Oracle Universal Installer" on page 3-18.

Notes:

= Rolling upgrades only apply to clustered Oracle ASM instances,
and you can only perform rolling upgrades on environments with
Oracle Database 11¢ or later. In other words, you cannot use this
feature to upgrade from Oracle Database 10g to Oracle Database
11g.

»  See Oracle Exadata documentation for information about performing
a rolling upgrading of an Oracle ASM instance when Oracle
Exadata storage is present.

See Also:

»  Oracle Grid Infrastructure Installation Guide for information about
performing a rolling upgrade of Oracle ASM

»  Oracle Database Upgrade Guide for information about upgrading
Oracle Database

»  Oracle Database SQL Language Reference for information about the
rolling migration clause of the ALTER SYSTEM commands

Patching Oracle ASM Instances in Oracle RAC Environments

For Oracle RAC environments, ensure that your Oracle Clusterware version is at least
equal to the version of the patch that you are applying to the Oracle Database. First
apply the patch to the Oracle Grid Infrastructure home and then apply the patch to the
Oracle Database home.

Note: You must apply the patch to the Oracle Grid Infrastructure
home before you apply it to the Oracle Database home.

Authentication for Accessing Oracle ASM Instances

An Oracle ASM instance does not have a data dictionary, so the only way to connect to
an Oracle ASM instance is by using one of three system privileges, SYSASM, SYSDBA, or
SYSOPER. There are three modes of connecting to Oracle ASM instances:

= Local connection using operating system authentication

= Local connection using password authentication
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= Remote connection by way of Oracle Net Services using password authentication

See Also: Your operating system-specific Oracle Grid Infrastructure
Installation Guide for information about how to ensure that the Oracle
ASM and database instances have member disk access

This section describes the following topics:

= About Privileges for Oracle ASM

s Creating Users with the SYSASM Privilege

s Operating System Authentication for Oracle ASM
= Password File Authentication for Oracle ASM

The Oracle ASM and database instances must have read/write operating system
access rights to disk groups. For example, the Oracle ASM instance and the database
instance must have identical read and write permissions for the disks that comprise
the related Oracle ASM disk group. For Linux and UNIX systems, this is typically
provided through shared Linux and UNIX group membership (OSASM group). On
Windows systems, the Oracle ASM service must be run as Administrator. For
information about file permissions and Oracle ASM File Access Control, see
"Managing Oracle ASM File Access Control for Disk Groups" on page 4-40.

About Privileges for Oracle ASM

During Oracle ASM installation, you can use one operating system group for all users
or divide system privileges so that database administrators, storage administrators,
and database operators each have distinct operating system privilege groups.

Whether you create separate operating system privilege groups or use one group to
provide operating system authentication for all system privileges, you should use
SYSASM to administer an Oracle ASM instance. The SYSDBA privilege cannot be used
to administer an Oracle ASM instance. If you use the SYSDBA privilege to run
administrative commands on an Oracle ASM instance, the operation results in an
error. The SYSDBA privilege is intended to be used by the database to access disk
groups.

Oracle also recommends the use of a less privileged user, such as ASMSNMP with
SYSDBA privileges that is created during installation, for monitoring the Oracle ASM
instance.

Operating system authentication using membership in the group or groups designated
as OSDBA, OSOPER, and OSASM is valid on all Oracle platforms. Connecting to an
Oracle ASM instance as SYSASM grants you full access to all of the available Oracle
ASM disk groups and management functions.

This section contains these topics:

= Using One Operating System Group for Oracle ASM Users

s Using Separate Operating System Groups for Oracle ASM Users
s The SYSASM Privilege for Administering Oracle ASM

s The SYSDBA Privilege for Managing Oracle ASM Components

For information about privileges and Oracle ACFS, see "Oracle ACFS and File Access
and Administration Security" on page 5-11.
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Using One Operating System Group for Oracle ASM Users

If you do not want to divide the privileges for system access into separate operating
system groups, then you can designate one operating system group as the group
whose members are granted access as OSDBA, OSOPER, and OSASM for Oracle ASM
privileges. The default operating system group name for all of these is usually dba and
that group is typically chosen for the default configuration.

Table 3-1 shows an example of a Linux deployment without separated privileges for
Oracle ASM users.

Table 3—-1 One operating system group and one set of privileges for all Oracle ASM
users

Role/Software Owner User  Group/Privilege

Oracle ASM administrator/Oracle Grid oracle dba/SYSASM, SYSDBA, SYSOPER
Infrastructure home

Database administrator 1/Database home 1 oracle dba/SYSASM, SYSDBA, SYSOPER
Database administrator 2/Database home 2 oracle dba/SYSASM, SYSDBA, SYSOPER

Operating system disk device owner oracle dba

Using Separate Operating System Groups for Oracle ASM Users

You can designate separate operating system groups as the operating system
authentication groups for privileges on Oracle ASM. The following list describes the
separate operating system authentication groups for Oracle ASM and the privileges
that their members are granted.

= OSASM group

This group is granted the SYSASM privilege, which provides full administrative
privileges for the Oracle ASM instance. For example, the group could be asmadmin.

= OSDBA for Oracle ASM group

This group is granted the SYSDBA privilege on the Oracle ASM instance, which
grants access to data stored on Oracle ASM. This group has a subset of the
privileges of the OSASM group.

When you implement separate administrator privileges, choose an OSDBA group
for the Oracle ASM instance that is different than the group that you select for the
database instance, such as dba. For example, the group could be asmdba.

= OSOPER for Oracle ASM group

This group is granted the SYSOPER privilege on the Oracle ASM instance, which
provides operations such as startup, shutdown, mount, dismount, and check disk
group. This group has a subset of the privileges of the OSASM group. For
example, the group could be asmoper.

When you implement separate Oracle ASM and database administrator duties, this
configuration requires different group and different software owners. Implicitly this
implementation requires that the OSASM and OSDBA are different groups. For this
configuration, you must create an OSDBA for Oracle ASM group and a database
instance must be a member of that group to access the Oracle ASM instance.

In an installation that has been configured as Oracle Grid Infrastructure, the Oracle
ASM user, such as grid, does not have to be a member of the Oracle Database OSDBA
group, such as dbal or dba2, because the Oracle Clusterware database agent runs as
the database owner and can use SYSDBA to connect to the database.
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However, in an Oracle Restart configuration, the Oracle ASM user (grid) must be a
member of the OSDBA group (dbal, dba2, ...) of every database. This requirement is
necessary because Oracle Restart software runs as the Oracle ASM user (grid) and this
user must be able to start and stop the databases using the CONNECT / AS SYSDBA
authentication.

Additionally, the owner of the operating system disk devices should be the same as the
owner of the Oracle ASM software.

Table 3-2 shows an example of a Linux deployment using separate operating system
privilege groups for Oracle ASM users.

Table 3-2 Separated operating system groups and privileges for Oracle ASM users

Role/Software Owner User Group/Privilege

Oracle ASM administrator/Oracle Grid grid asmadmin (OSASM)/SYSASM
Infrastructure home asmdba (OSDBA for ASM)/SYSDBA
asmoper (OSOPER for ASM)/SYSOPER

dbal, dba2, ... (OSDBA for the databases when
in an Oracle Restart configuration)

Database administrator 1/Database home 1 oraclel asmdba (OSDBA for ASM)/SYSDBA
operl (OSOPER for database 1)/SYSOPER
dbal (OSDBA for database 1)/SYSDBA

Database administrator 2/Database home 2 oracle2 asmdba (OSDBA for ASM)/SYSDBA
oper2 (OSOPER for database 2)/SYSOPER
dba2 (OSDBA for database 2)/SYSDBA

Operating system disk device owner grid asmadmin (OSASM)

The SYSASM Privilege for Administering Oracle ASM

SYSASM is a system privilege that enables the separation of the SYSDBA database
administration privilege from the Oracle ASM storage administration privilege. Access
to the SYSASM privilege is granted by membership in an operating system group that
is designated as the OSASM group. This is similar to SYSDBA and SYSOPER
privileges, which are system privileges granted through membership in the groups
designated as the OSDBA and OSOPER operating system groups. You can designate
one group for all of these system privileges, or you can designate separate groups for
each operating system privilege.

You can also grant the SYSASM privilege with password file authentication, as
discussed in "Password File Authentication for Oracle ASM" on page 3-30.

To connect locally as SYSASM using password authentication with SQL*Plus, use the
following statement:

sqglplus SYS AS SYSASM
Enter password:

To connect remotely as SYSASM using password authentication with SQL*Plus, use
the following statement:

sglplus sys@\"myhost.mydomain.com:1521/+ASM\" AS SYSASM
Enter password:

In the previous example, +ASM is the service name of the Oracle ASM instance.
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To connect locally as SYSASM to an Oracle ASM instance using operating system
authentication with SQL*Plus, use the following statement:

sqlplus / AS SYSASM

The SYSDBA Privilege for Managing Oracle ASM Components

You can connect as SYSDBA to use SQL*Plus or ASMCMD commands to manage
Oracle ASM components associated with the database. When running SQL or
ASMCMD operations with the SYSDBA privilege, connect to the database instance
rather than the Oracle ASM instance.

Connecting as SYSDBA to the database instance has a limited set of Oracle ASM
privileges. For example, you cannot create a disk group when connected with the
SYSDBA privilege.

When connected as SYSDBA to the database instance, the Oracle ASM operations are
limited to:

n  Create and delete files, aliases, directories, and templates
s Examine various Oracle ASM instance views

= Operate on files that were created by this user or only access files to which another
user had explicitly granted access

= Granting Oracle ASM File Access Control to other users

Creating Users with the SYSASM Privilege

When you are logged in to an Oracle ASM instance as SYSASM, you can use the
combination of CREATE USER and GRANT SQL statements to create a user who has the
SYSASM privilege. You also can revoke the SYSASM privilege from a user using the
REVOKE command, and you can drop a user from the password file using the DROP USER
command.

Note: These commands update the password file for the local Oracle
ASM instance only.

The following example describes how to perform these SQL operations for the user
identified as new_user:

REM create a new user, then grant the SYSASM privilege
SQL> CREATE USER new_user IDENTIFIED by new_user_passwd;
SQL> GRANT SYSASM TO new_user;

REM connect the user to the ASM instance
SQL> CONNECT new_user AS SYSASM;
Enter password:

REM revoke the SYSASM privilege, then drop the user
SQL> REVOKE SYSASM FROM new_user;
SQL> DROP USER new_user;

When you revoke the last privilege of a user in an Oracle ASM password file, the user
is not automatically deleted as is done in the Oracle Database password file. You need
to run DROP USER to delete a user with no privileges in an Oracle ASM password file.

For information about creating a user with Oracle ASM command-line utility
(ASMCMD), see "orapwusr" on page 12-14. For information about creating a user with
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Oracle Enterprise Manager, see "Managing Oracle ASM Users with Oracle Enterprise
Manager" on page 9-4.

Operating System Authentication for Oracle ASM

Membership in the operating system group designated as the OSASM group provides
operating system authentication for the SYSASM system privilege. OSASM is
provided exclusively for Oracle ASM. Initially, only the user that installs ASM is a
member of the OSASM group, if you use a separate operating system group for that
privilege. However, you can add other users. Members of the OSASM group are
authorized to connect using the SYSASM privilege and have full access to Oracle
ASM, including administrative access to all disk groups that are managed by that
Oracle ASM instance.

On Linux and UNIX systems, dba is the default operating system group designated as
OSASM, OSOPER, and OSDBA for Oracle ASM. On Windows systems, ora_dba is the
default name designated as OSASM, OSOPER, and OSDBA.

SQL*Plus commands, ASMCMD commands, and ASMCA use operating system
authentication.

See Also:

»  Oracle Database Administrator’s Guide for more information about
using operating system authentication

»  Oracle Grid Infrastructure Installation Guide for information about
installation of the Oracle Grid Infrastructure

Password File Authentication for Oracle ASM

Password file authentication for Oracle ASM can work both locally and remotely. To
enable password file authentication, you must create a password file for Oracle ASM.
A password file is also required to enable Oracle Enterprise Manager to connect to
Oracle ASM remotely.

If you select the Oracle ASM storage option, then ASMCA creates a password file for
Oracle ASM with initial users (SYS and ASMSNMP) when ASMCA configures the
Oracle ASM disk groups. To add other users to the password file, you can use the
CREATE USER and GRANT commands as described previously in the section titled
"About Privileges for Oracle ASM" on page 3-26.

If you configure an Oracle ASM instance without using ASMCA, then you must
manually create a password file and grant the SYSASM privilege to user SYS.

SQL*Plus commands and Oracle Enterprise Manager use password file authentication.

See Also:

s Oracle Database Administrator’s Guide for information about
creating and maintaining a password file

»  Oracle Database SQL Language Reference for information about the
CREATE USER and GRANT commands

»  Oracle Database Security Guide for information about database
security

»  Oracle Database Reference for information about the VSPWFILE_
USERS view which lists users who have been granted SYSASM,
SYSDBA, and SYSOPER privileges as derived from the password file.
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Migrating a Database to Use Oracle ASM

With a new installation of Oracle Database and Oracle ASM, you can initially create
your database and select the Oracle ASM storage option. If you have an existing
Oracle database that stores database files in the operating system file system or on raw
devices, then you can migrate some or all of your data files to Oracle ASM storage.

Oracle provides several methods for migrating your database to Oracle ASM. Using
Oracle ASM enables you to realize the benefits of automation and simplicity in
managing your database storage. To migrate to Oracle ASM, you can use the methods
described in the following sections:

= Using Oracle Enterprise Manager to Migrate Databases to Oracle ASM
= Using Oracle Recovery Manager to Migrate Databases to Oracle ASM
= Best Practices White Papers on Migrating to Oracle ASM

Note: You must upgrade to at least Oracle Database 10g before
migrating your database to Oracle ASM.

Using Oracle Enterprise Manager to Migrate Databases to Oracle ASM

Oracle Enterprise Manager enables you to perform cold and hot database migration
with a GUL You can access the migration wizard from the Oracle Enterprise Manager
Home page under the Change Database heading.

For more information about using Oracle Enterprise Manager to upgrade to Oracle
ASM, see Chapter 9, "Administering Oracle ASM with Oracle Enterprise Manager".

Using Oracle Recovery Manager to Migrate Databases to Oracle ASM

You can use Oracle Recovery Manager (RMAN) to manually migrate to Oracle ASM.
You can also use RMAN to migrate a single tablespace or data file to Oracle ASM.

For more information, see Chapter 8, "Performing Oracle ASM Data Migration with
RMAN".

Best Practices White Papers on Migrating to Oracle ASM

The Oracle Maximum Availability Architecture (MAA) Web site provides excellent
best practices technical white papers based on different scenarios, such as:

= Minimal Downtime Migration to Oracle ASM
= Platform Migration using Transportable Tablespaces

s Platform Migration using Transportable Database

See Also: For information about Oracle ASM best practices for
migrating to Oracle ASM from environments that do not use Oracle
ASM, refer to the documentation at the MAA link on Oracle
Technology Network:

http://www.oracle.com/technetwork/database/features/availabi
lity/maa-096107.html
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Administering Oracle ASM Disk Groups

This chapter describes how to administer Oracle Automatic Storage Management
(Oracle ASM) disk groups. This information includes how to create, alter, drop, mount,
and dismount Oracle ASM disk groups. The database instances that use Oracle ASM
can continue operating while you administer disk groups.

The examples in this chapter use SQL statements. These examples assume that
SQL*Plus is run from the Oracle grid home where Oracle ASM is installed and the
Oracle environmental variables are set to this home. The examples also assume that
the Oracle ASM instance is running. This chapter contains the following topics:

= Disk Group Attributes

s Creating Disk Groups

= Altering Disk Groups

s Oracle ASM Disk Discovery

= Managing Capacity in Disk Groups

s Oracle ASM Mirroring and Disk Group Redundancy

= Performance and Scalability Considerations for Disk Groups
s Disk Group Compatibility

= Managing Oracle ASM File Access Control for Disk Groups
= Mounting and Dismounting Disk Groups

»  Checking the Internal Consistency of Disk Group Metadata
= Dropping Disk Groups

= Renaming Disks Groups

For information about starting up an Oracle ASM instance, refer to "Starting Up an
Oracle ASM Instance" on page 3-13.

For information about administering Oracle ASM disk groups with Oracle Enterprise
Manager, refer to Chapter 9, "Administering Oracle ASM with Oracle Enterprise
Manager".

For information about administering Oracle ASM disk groups with Oracle ASM
Configuration Assistant (ASMCA), refer to Chapter 11, "Oracle ASM Configuration
Assistant".

For information about administering Oracle ASM disk groups with ASMCMD, refer to
Chapter 12, "Oracle ASM Command-Line Utility".
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See Also: The Oracle Cloud Storage page on the Oracle Technology
Network Web site at
http://www.oracle.com/technetwork/database/cloud-storage/ind
ex.html for more information about Oracle ASM

Disk Group Attributes

Disk group attributes are parameters that are bound to a disk group, rather than an
Oracle ASM instance.

Disk group attributes can be set when a disk group is created or altered, unless
otherwise noted in the following list.

ACCESS_CONTROL.ENABLED
This attribute can only be set when altering a disk group.

For information about the ACCESS_CONTROL . ENABLED attribute, see "Setting Disk
Group Attributes for Oracle ASM File Access Control" on page 4-42.

ACCESS_CONTROL.UMASK
This attribute can only be set when altering a disk group.

For information about the ACCESS_CONTROL. UMASK attribute, see "Setting Disk
Group Attributes for Oracle ASM File Access Control" on page 4-42.

AU_SIZE
This attribute can only be set when creating a disk group.

For information about allocation unit size and extents, see "Allocation Units" on
page 1-6, "Extents" on page 1-7, and "Specifying the Allocation Unit Size" on
page 4-9. For an example of the use of the AU_SIZE attribute, see Example 4-1,
"Creating the DATA disk group" on page 4-6.

CELL.SMART_SCAN_CAPABLE
This attribute is only applicable to Oracle Exadata storage.

See Also: Oracle Exadata documentation

COMPATIBLE.ASM

For information about the COMPATIBLE.ASM attribute, see "COMPATIBLE.ASM" on
page 4-35.
COMPATIBLE.RDBMS

For information about the COMPATIBLE . RDBMS attribute, see
"COMPATIBLE.RDBMS" on page 4-35.

COMPATIBLE.ADVM

For information about the COMPATIBLE. ADVM attribute, see "COMPATIBLE.ADVM"
on page 4-35 and "Overview of Oracle ASM Dynamic Volume Manager" on
page 5-20.

CONTENT. TYPE

The CONTENT . TYPE attribute identifies the disk group type: data, recovery, or
system. The type value determines the distance to the nearest neighbor disk in the
failure group where Oracle ASM mirrors copies of the data. The default value is
data which specifies a distance of 1 to the nearest neighbor disk. A value of
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recovery specifies a distance of 3 to the nearest neighbor disk and a value of
system specifies a distance of 5.

The attribute can be specified when creating or altering a disk group. If
CONTENT. TYPE attribute is set or changed using ALTER DISKGROUP, then the new
configuration does not take effect until a disk group rebalance is explicitly run.

The CONTENT. TYPE attribute is only valid for disk groups that are set to normal or
high redundancy. The COMPATIBLE.ASM attribute must be set to 11.2.0.3 or higher
to enable the CONTENT. TYPE attribute for the disk group.

The attribute can be set with SQL, ASMCMD, or ASMCA. For example:

SQL> CREATE DISKGROUP data NORMAL REDUNDANCY
FAILGROUP controllerl DISK
'/devices/diskal' NAME diskal,

ATTRIBUTE
'compatible.asm' = '11.2.0.3",
'content.type' = 'recovery',
SQL> ALTER DISKGROUP data SET ATTRIBUTE 'content.type' = 'data';

This attribute is primarily intended for use with Oracle Exadata storage.

See Also: Oracle Exadata documentation

DISK_REPAIR_TIME
This attribute can only be set when altering a disk group.

For information about the DISK_REPAIR_TIME attribute, see "Oracle ASM Fast
Mirror Resync" on page 4-28.

IDP.BOUNDARY and IDP.TYPE

These attributes are intended for use with Oracle Exadata storage.

See Also: Oracle Exadata documentation

SECTOR_SIZE
This attribute can only be set when creating a disk group.

For information about the SECTOR_SIZE attribute, see "Specifying the Sector Size
for Drives" on page 4-9.

STORAGE.TYPE

The STORAGE. TYPE disk group attribute specifies the type of the disks in the disk
group. The possible values are AXIOM, ZFSSA, and OTHER. If the attribute is set to
AXIOM or ZFSSA, then all disks in the disk group must be of that type. If the
attribute is set to OTHER, then any types of disks can be in the disk group.

If the STORAGE. TYPE disk group attribute is set to AXIOM or ZFSSA, then
functionality for Hybrid Columnar Compression (HCC) can be enabled for Pillar
Axiom or ZFS storage.

Note: ZFS storage must be added through Direct NFS (dNFS) and
Pillar Axiom storage must be added as SCSI/Fiber Channel.
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To set the STORAGE. TYPE attribute, the COMPATIBLE . ASM and COMPATIBLE . RDBMS disk
group attributes must be set to 11.2.0.3 or higher. For information about disk
group compatibility attributes, refer to "Disk Group Compatibility" on page 4-33.

The STORAGE.TYPE attribute can be set when creating a disk group or when
altering a disk group. The attribute cannot be set when clients are connected to the
disk group. For example, the attribute cannot be set when an Oracle ADVM
volume is enabled on the disk group.

The attribute is not visible in the V$ASM_ATTRIBUTE view or with the ASMCMD
lsattr command until the attribute has been set.

See Also: Oracle Database Concepts for more information about
Hybrid Columnar Compression. Hybrid Columnar Compression is a
feature of certain Oracle storage systems.

In addition to the disk group attributes listed in this section, template attributes are
also assigned to a disk group. For information about template attributes, see
"Managing Disk Group Templates" on page 7-15.

You can display disk group attributes with the V$ASM_ATTRIBUTE view and the
ASMCMD 1sattr command. For an example of the use of the V$ASM_ATTRIBUTE view,
see Example 6-1 on page 6-2. For information about the 1sattr command, see "lsattr"
on page 12-36.

Creating Disk Groups

This section contains information about creating disk groups. You can use the CREATE
DISKGROUP SQL statement to create a disk group.

This section contains the following topics:

= Using the CREATE DISKGROUP SQL Statement

= Example: Creating a Disk Group

»  Creating Disk Groups for a New Oracle Installation

= Specifying the Allocation Unit Size

= Specifying the Sector Size for Drives

= Oracle Cluster Registry and Voting Files in Oracle ASM Disk Groups

Using the CREATE DISKGROUP SQL Statement

The CREATE DISKGROUP SQL statement is used to create disk groups. When creating a
disk group, you:

= Assign a unique name to the disk group.

The specified disk group name is not case sensitive and is always converted to
uppercase when stored internally.

Note: Oracle does not recommend using identifiers for database
object names that must be quoted. While these quoted identifiers may
be valid as names in the SQL CREATE statement, such as CREATE
DISKGROUP "1DATA", the names may not be valid when using other
tools that manage the database object.
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= Specify the redundancy level of the disk group.

For Oracle ASM to mirror files, specify the redundancy level as NORMAL
REDUNDANCY (2-way mirroring by default for most file types) or HIGH REDUNDANCY
(3-way mirroring for all files). Specify EXTERNAL REDUNDANCY if you do not want
mirroring by Oracle ASM. For example, you might choose EXTERNAL REDUNDANCY
to use storage array protection features.

After a disk group is created, you cannot alter the redundancy level of the disk
group. To change the redundancy level, you must create another disk group with
the appropriate redundancy and then move the files to the new disk group.

Oracle recommends that you create failure groups of equal size to maintain space
balance and even distribution of mirror data.

For more information about redundancy levels, refer to "Mirroring, Redundancy,
and Failure Group Options" on page 4-24.

»  Specify the disks that are to be formatted as Oracle ASM disks belonging to the
disk group.

The disks can be specified using operating system dependent wildcard characters
in search strings that Oracle ASM then uses to find the disks. You can specify
names for the disks with the NAME clause or use the system-generated names.

s Optionally specify the disks as belonging to specific failure groups.

For information about failure groups, refer to "Understanding Oracle ASM
Concepts" on page 1-2 and "Mirroring, Redundancy, and Failure Group Options"
on page 4-24.

s Optionally specify the type of failure group.

For information about QUORUM and REGULAR failure groups, refer to "Oracle Cluster
Registry and Voting Files in Oracle ASM Disk Groups" on page 4-11.

s Optionally specify disk group attributes, such as software compatibility or
allocation unit size.

Oracle ASM programmatically determines the size of each disk. If for some reason this
is not possible, or to restrict the amount of space used on a disk, you can specify a SIZE
clause for each disk. Oracle ASM creates operating system—independent names for the
disks in a disk group that you can use to reference the disks in other SQL statements.
Optionally, you can provide your own name for a disk using the NAME clause. Disk
names are available in the V$ASM_DISK view.

Note: A disk cannot belong to multiple disk groups.

The Oracle ASM instance ensures that any disk in a newly created disk group is
addressable and is not currently a member of another disk group. You must use FORCE
only when adding a disk that was dropped with FORCE. If a disk is dropped with
NOFORCE, then you can add it with NOFORCE. For example, a disk might have failed and
was dropped from its disk group. After the disk is repaired, it is no longer part of any
disk group, but Oracle ASM still recognizes that the disk had been a member of a disk
group. You must use the FORCE flag to include the disk in a new disk group. In
addition, the disk must be addressable, and the original disk group must not be
mounted. Otherwise, the operation fails.
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Note: Use caution when using the FORCE option to add a previously
used disk to a disk group; you might cause another disk group to
become unusable.

The CREATE DISKGROUP statement mounts the disk group for the first time, and adds
the disk group name to the ASM_DISKGROUPS initialization parameter if a server
parameter file is being used. If a text initialization parameter file is being used and you
want the disk group to be automatically mounted at instance startup, then you must
remember to add the disk group name to the ASM_DISKGROUPS initialization parameter
before you shut down and restart the Oracle ASM instance. You can also create disk
groups with Oracle Enterprise Manager. Refer to "Creating Disk Groups" on page 9-5.

See Also: The CREATE DISKGROUP SQL statement in the Oracle
Database SQL Language Reference

Example: Creating a Disk Group

The following examples assume that the ASM_DISKSTRING initialization parameter is set
to the '